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#### Abstract

Unique games are constraint satisfaction problems that can be viewed as a generalization of Max-Cut to a larger domain size. The Unique Games Conjecture states that it is hard to distinguish between instances of unique games where almost all constraints are satisfiable and those where almost none are satisfiable. It has been shown to imply a number of inapproximability results for fundamental problems that seem difficult to obtain by more standard complexity assumptions. Thus, proving or refuting this conjecture is an important goal. We present significantly improved approximation algorithms for unique games. For instances with domain size $k$ where the optimal solution satisfies $1-\varepsilon$ fraction of all constraints, our algorithms satisfy roughly $k^{-\varepsilon /(2-\varepsilon)}$ and $1-O(\sqrt{\varepsilon \log k})$ fraction of all constraints. Our algorithms are based on rounding a natural semidefinite programming relaxation for the problem and their performance almost matches the integrality gap of this relaxation. Our results are near optimal if the Unique Games Conjecture is true, i.e. any improvement (beyond low order terms) would refute the conjecture.


## 1 Introduction

Given a set of linear equations over $Z_{p}$ with two variables per equation, consider the problem of finding an assignment to variables that satisfies as many equations (constraints) as possible. If there is an assignment to the variables which satisfies all the constraints, it is easy to find such an assignment. On the other hand, if there is an assignment that satisfies almost all constraints (but not all), it seems quite difficult to find a good satisfying assignment. This is the essence of the Unique Games Conjecture of Khot[10].

One distinguishing feature of the above problem on linear equations is that every constraint corresponds to a bijection between the values of the associated variables. For every possible value of one variable, there is a unique value of the second variable that satisfies the constraint. Unique games are systems of constraints - a generalization of linear equations discussed above - that have this uniqueness property (first considered by Feige and Lovász [6]).

[^0]Definition 1.1 (Unique Game). A unique game consists of a constraint graph $G=(V, E)$, a set of variables $x_{u}$ (for all vertices $u$ ) and a set of permutations $\pi_{u v}$ on $[k]=\{1, \ldots, k\}$ (for all edges $(u, v)$ ). Each permutation $\pi_{u v}$ defines the constraint $\pi_{u v}\left(x_{u}\right)=x_{v}$. The goal is to assign a value from the set $[k]$ to each variable $x_{u}$ so as to maximize the number of satisfied constraints.

As in the setting of linear equations, instances of unique games where all constraints are satisfiable are easy to handle. Given an instance where $1-\varepsilon$ fraction of constraints are satisfiable, the Unique Games Conjecture (UGC) of Khot [10] says that it is hard to satisfy even $\delta$ fraction of the constraints. More formally, the conjecture is the following.

Conjecture 1 (Unique Games Conjecture [10]). For any constants $\varepsilon, \delta>0$, for any $k>$ $k(\varepsilon, \delta)$, it is NP-hard to distinguish between instances of unique games with domain size $k$ where $1-\varepsilon$ fraction of constraints are satisfiable and those where $\delta$ fraction of constraints are satisfiable.

This conjecture has attracted a lot of recent attention since it has been shown to imply hardness of approximation results for several important problems: MaxCut [11, 15], Min 2CNF Deletion [3, 10], MultiCut and Sparsest Cut [3, 14], Vertex Cover [13], and coloring 3-colorable graphs [5] (based on a variant of the UGC), that seem difficult to obtain by standard complexity assumptions.

Note that a random assignment satisfies a $1 / k$ fraction of the constraints in a unique game. Andersson, Engebretsen, and Håstad [2] considered semidefinite program (SDP) based algorithms for systems of linear equations $\bmod p$ (with two variables per equation) and gave an algorithm that performs (very slightly) better than a random assignment. The first approximation algorithm for general unique games was given by Khot [10], and satisfies $1-O\left(k^{2} \varepsilon^{1 / 5} \sqrt{\log (1 / \varepsilon)}\right)$ fraction of all constraints if $1-\varepsilon$ fraction of all constraints is satisfiable. Recently Trevisan [17] developed an algorithm that satisfies $1-O(\sqrt[3]{\varepsilon \log n})$ fraction of all constraints (this can be improved to $1-O(\sqrt{\varepsilon \log n})[9])$, and Gupta and Talwar [9] developed an algorithm that satisfies $1-O(\varepsilon \log n)$ fraction of all constraints. The result of [9] is based on rounding an LP relaxation for the problem, while previous results use SDP relaxations for unique games.

There are very few results that show hardness of unique games. Feige and Reichman [7] showed that for every positive $\varepsilon$ there is $c$ s.t. it is NP-hard to distinguish whether $c$ fraction of all constraints is satisfiable, or only $\varepsilon c$ fraction is satisfiable.

Our Results. We present two new approximation algorithms for unique games. We state our guarantees for instances where $1-\varepsilon$ fraction of constraints are satisfiable. The first algorithm satisfies

$$
\begin{equation*}
\Omega\left(\min \left(1, \frac{1}{\sqrt{\varepsilon \log k}}\right) \cdot(1-\varepsilon)^{2} \cdot\left(\frac{k}{\sqrt{\log k}}\right)^{-\varepsilon /(2-\varepsilon)}\right) \tag{1}
\end{equation*}
$$

fraction of all constraints. The second algorithm satisfies $1-O(\sqrt{\varepsilon \log k})$ fraction of all constraints and has a better guarantee for $\varepsilon=O(1 / \log k)$. We apply the same techniques for $d$-to- 1 games as well.

In order to understand the complexity theoretic implications of our results, it is useful to keep in mind that inapproximability reductions from unique games typically use the "Long Code", which increases the size of the instance by a $2^{k}$ factor. Thus, such applications of unique games usually have domain size $k=O(\log n)$. In Figure 1, we summarize known algorithmic guarantees for unique games. In order to compare these different guarantees in the context of hardness applications (i.e. $k=O(\log n)$ ), we compare the range of values of $\varepsilon$ (as a function of $k$ ) for which each of these algorithms beats the performance of a random assignment.

| Algorithm | Guarantee <br> for $O P T=1-\varepsilon$ | Threshold <br> $\varepsilon$ |
| :--- | :--- | :--- |
| Khot [10] | $1-O\left(k^{2} \varepsilon^{1 / 5} \sqrt{\log (1 / \varepsilon)}\right)$ | $\tilde{O}\left(1 / k^{10}\right)$ |
| Trevisan [17] | $1-O(\sqrt[3]{\varepsilon \log n)}$ | $O(1 / k)$ |
| Gupta-Talwar $[9]$ | $1-O(\varepsilon \log n)$ | $O(1 / k)$ |
| This paper | $\approx \Omega\left(k^{-\varepsilon /(2-\varepsilon)}\right)$ | $\operatorname{const}<1$ |
|  | $1-O(\sqrt{\varepsilon \log k})$ | $O(1 / \log k)$ |

Figure 1: Summary of results. The guarantee represents the fraction of constraints satisfied for instances where $O P T=1-\varepsilon$. The threshold represents the range of values of $\varepsilon$ for which the algorithm beats a random assignment (computed for $k=O(\log n)$ ).

Our results show limitations on the hardness bounds achievable using the UGC and stronger versions of it. Chawla, Krauthgamer, Kumar, Rabani, and Sivakumar [3] proposed a strengthened form of the UGC, conjecturing that it holds for $k=\log n$ and $\varepsilon=\delta=\frac{1}{(\log n)^{\Omega(1)}}$. This was used to obtain an $\Omega(\log \log n)$ hardness for sparsest cut. Our results refute this strengthened conjecture. ${ }^{1}$

The performance of our algorithms is naturally constrained by the integrality gap of the SDP relaxation, i.e. the smallest possible value of an integer solution for an instance with SDP solution of value $(1-\varepsilon)|E|$. Khot and Vishnoi $[14]$ constructed a gap instance for the semidefinite relaxation ${ }^{2}$ for the Unique Games Problem where the SDP satisfies $(1-\varepsilon)$ fraction of constraints, but the optimal solution can satisfy at most $O\left(k^{-\varepsilon / 9}\right)$ (one may show that their analysis can yield $O\left(k^{-\varepsilon / 4+o(\varepsilon)}\right)$ ). This shows that our results are almost optimal for the standard semidefinite program.

After we unofficially announced our results, Khot, Kindler, Mossel and O'Donnell [12] showed that a reduction in an earlier version of their paper [11] together with the techniques in the recently proved Majority is Stablest result of Mossel, O'Donnell, and Oleszkiewicz [15] give lower bounds for unique games that almost match the upper bounds we obtain. They establish the following hardness results (in fact, for the special case of linear equations mod $p$ ):
Theorem 1.2 ([12], Corollary 13). The Unique Games Conjecture implies that for every fixed $\varepsilon>0$, for all $k>k(\varepsilon)$, it is NP-hard to distinguish between instances of unique games with domain size $k$ where at least $1-\varepsilon$ fraction of constraints are satisfiable and those where $1 / k^{\varepsilon / 2-\varepsilon}$ fraction of constraints are satisfiable.
Theorem 1.3 ([12], Corollary 14). The Unique Games Conjecture implies that for every fixed $\varepsilon>0$, for all $k>k(\varepsilon)$, it is NP-hard to distinguish between instances of unique games with domain size $k$ where at least $1-\varepsilon$ fraction of constraints are satisfiable and those where $1-\sqrt{2 / \pi} \sqrt{\varepsilon \log k}+$ $o(1)$ fraction of constraints are satisfiable.

Thus, our bounds are near optimal if the UGC is true - even a slight improvement of the results $1 / k^{\varepsilon /(2-\varepsilon)}$ or $1-O(\sqrt{\varepsilon \log k})$ (beyond low order terms) will disprove the unique games conjecture!

Our algorithms are based on rounding an SDP relaxation for unique games. The goal is to assign a value in $[k]$ to every variable $u$. The SDP solution gives a collection of vectors $\left\{u_{i}\right\}$ for

[^1]every variable $u$, one for every value $i \in[k]$. Given a constraint $\pi_{u v}$ on $u$ and $v$, the vectors $u_{i}$ and $v_{\pi_{u v}(i)}$ are close. In contrast to the algorithms of Trevisan [17] and Gupta, Talwar [9], our rounding algorithms ignore the constraint graph entirely. We interpret the SDP solution as a probability distribution on assignments of values to variables and the goal of our rounding algorithm is to pick an assignment to variables by sampling from this distribution such that values of variables connected by constraints are strongly correlated. The rough idea is to pick a random vector and examine the projections of this vector on $u_{i}$, picking a value $i$ for $u$ for which $u_{i}$ has a large projection. (In fact, this is exactly the algorithm of Khot [10]). We have to modify this basic idea to obtain our results since the $u_{i}$ 's could have different lengths and other complications arise. Instead of picking one random vector, we pick several Gaussian random vectors. Our first algorithm (suitable for large $\varepsilon$ ) picks a small set of candidate assignments for each variable and chooses randomly amongst them (independently for every variable). It is interesting to note that such a multiple assignment is often encountered in algorithms implicit in hardness reductions involving label cover. In contrast to previous results, this algorithm has a non-trivial guarantee even for very large $\varepsilon$. As $\varepsilon$ approaches 1 (i.e. for instances where the optimal solution satisfies only a small fraction of the constraints), the performance guarantee approaches that of a random assignment. Our second algorithm (suitable for small $\varepsilon$ ) carefully picks a single assignment so that almost all constraints are satisfied. The performance guarantee of this algorithm generalizes that obtained by Goemans and Williamson [8] for $k=2$. Note that a unique game of domain size $k=2$ where $1-\varepsilon$ fraction of constraints is satisfiable is equivalent to an instance of Max-Cut where the optimal solution cuts $1-\varepsilon$ fraction of all edges. For such instances, the random hyperplane rounding algorithm of [8] gives a solution of value $1-O(\sqrt{\varepsilon})$, and our guarantee can be viewed as a generalization of this to larger $k$.

The reader might wonder about the confluence of our bounds and the lower bounds obtained by Khot et al. [12]. In fact, both arise from the analysis of the same quantity: Given two unit vectors with dot product $1-\varepsilon$, conditioned on the probability that one has projection $\Theta(\sqrt{\log k})$ on a random Gaussian vector, what is the probability that the other has a large projection as well? This question arises naturally in the analysis of our rounding algorithms. On the other hand, the bounds obtained by Khot et al. [12] depend on the noise stability of certain functions. Via the results of [15], this is bounded by the answer to the above question.

In Section 2, we describe the semidefinite relaxation for unique games. In Sections 3 and 4, we present and analyze our approximation algorithms. In Section 5, we apply our results to $d$-to- 1 games. We defer some of the technical details of our analysis to the Appendix.

Recently, Chlamtac, Makarychev and Makarychev [4] have combined our approach with techniques of metric embeddings. Their approximation algorithm for unique games satisfies $1-$ $O(\varepsilon \sqrt{\log n \log k})$ fraction of all constraints. This generalizes the result of Agarwal, Charikar, Makarychev, and Makarychev [1] for the Min UnCut Problem (i.e. the case $k=2$ ). Note that their approximation guarantee is not comparable with ours.

## 2 Semidefinite Relaxation

First we reduce a unique game to an integer program. For each vertex $u$ we introduce $k$ indicator variables $u_{i} \in\{0,1\}(i \in[k])$ for the events $x_{u}=i$. For every $u$, the intended solution has $u_{i}=1$ for exactly one $i$. The constraint $\pi_{u v}\left(x_{u}\right)=x_{v}$ can be restated in the following form:

$$
\text { for all } i \quad u_{i}=v_{\pi_{u v}(i)} .
$$

The unique game instance is equivalent to the following integer quadratic program:

$$
\begin{aligned}
& \operatorname{minimize} \frac{1}{2} \sum_{(u, v) \in E}\left(\sum_{i=1}^{k}\left|u_{i}-v_{\pi_{u v}(i)}\right|^{2}\right) \\
& \text { subject to } \forall u \in V \quad \forall i \in[k] \quad u_{i} \in\{0,1\} \\
& \forall u \in V \quad \forall i, j \in[k], i \neq j \quad u_{i} \cdot u_{j}=0 \\
& \forall u \in V \quad \sum_{i=1}^{k} u_{i}^{2}=1
\end{aligned}
$$

Note that the objective function measures the number of unsatisfied constraints. The contribution of $(u, v) \in E$ to the objective function is equal to 0 if the constraint $\pi_{u v}$ is satisfied, and 1 otherwise. The last two equations say that exactly one $u_{i}$ is equal to 1 .

We now replace each integer variable $u_{i}$ with a vector variable and get a semidefinite program (SDP):

$$
\operatorname{minimize} \frac{1}{2} \sum_{(u, v) \in E} \sum_{i=1}^{k}\left|u_{i}-v_{\pi_{u v}(i)}\right|^{2}
$$

subject to

$$
\begin{align*}
\forall u \in V \forall i, j \in[k], i \neq j & \left\langle u_{i}, u_{j}\right\rangle=0  \tag{2}\\
\forall u \in V & \sum_{i=1}^{k}\left|u_{i}\right|^{2}=1  \tag{3}\\
\forall(u, v) \in E i, j \in[k] & \left\langle u_{i}, v_{j}\right\rangle \geq 0  \tag{4}\\
\forall(u, v) \in E i \in[k] & 0 \leq\left\langle u_{i}, v_{\pi_{u v}(i)}\right\rangle \leq\left|u_{i}\right|^{2} \tag{5}
\end{align*}
$$

The last two constraints are triangle inequality constraints ${ }^{3}$ for the squared Euclidean distance: inequality (4) is equivalent to $\left|u_{i}-0\right|^{2}+\left|v_{j}-0\right|^{2} \geq\left|u_{i}-v_{j}\right|^{2}$, and inequality (5, right side) is equivalent to $\left|u_{i}-v_{\pi_{u v}(i)}\right|^{2}+\left|u_{i}-0\right|^{2} \geq\left|v_{\pi_{u v}(i)}-0\right|^{2}$. A very important constraint is that for $i \neq j$ the vectors $u_{i}$ and $u_{j}$ are orthogonal. This SDP was studied by Khot [10], and by Trevisan [17].

Here is an intuitive interpretation of the vector solution: Think of the elements of the set [ $k$ ] as states of the vertices. If $u_{i}=1$, the vertex is in the state $i$. In the vector case, each vertex is in a mixed state, and the probability that $x_{u}=i$ is equal to $\left|u_{i}\right|^{2}$. The inner product $\left\langle u_{i}, v_{j}\right\rangle$ can be thought of as the joint probability that $x_{u}=i$ and $x_{v}=j$. The directions of vectors determine whether two states are correlated or not: If the angle between $u_{i}$ and $v_{j}$ is small it is likely that both events " $u$ is in the state $i$ " and " $v$ is in the state $j$ " occur simultaneously. In some sense later we will treat the lengths and the directions of vectors separately.

## 3 Rounding Algorithm

We first describe a high level idea for the first algorithm. Pick a random Gaussian vector $g$ (with standard normal independent components). For every vertex $u$ add those vectors $u_{i}$ whose inner

[^2]product with $g$ are above some threshold $\tau$ to the set $S_{u}$; we choose the threshold $\tau$ in such a way that the set $S_{u}$ contains only one element in expectation. Then pick a random state from $S_{u}$ and assign it to the vertex $u$ (if $S_{u}$ is empty do not assign any states to $u$ ). What is the probability that the algorithm satisfies a constraint between vertices $u$ and $v$ ? Loosely speaking, this probability is equal to
$$
\mathbb{E}\left[\frac{\left|S_{u} \cap \pi_{u v}\left(S_{v}\right)\right|}{\left|S_{u}\right| \cdot\left|S_{v}\right|}\right] \approx \mathbb{E}\left[\left|S_{u} \cap \pi_{u v}\left(S_{v}\right)\right|\right] .
$$

Assume for a moment that the SDP solution is symmetric: the lengths of all vectors $u_{i}$ are the same and the squared Euclidean distance between every $u_{i}$ and $v_{\pi_{u v}(i)}$ is equal to $2 \varepsilon$. (In fact, these constraints can be added to the SDP in the special case of systems of linear equations of the form $x_{i}-x_{j}=c_{i j}(\bmod p)$.) Since we want the expected size of $S_{u}$ to be 1 , we pick threshold $\tau$ such that the probability that $\left\langle g, u_{i}\right\rangle \geq \tau$ equals $1 / k$. The random variables $\left\langle g, \sqrt{k} \cdot u_{i}\right\rangle$ and $\left\langle g, \sqrt{k} \cdot v_{\pi_{u v}(i)}\right\rangle$ are standard normal random variables with covariance $1-\varepsilon$ (note that we multiplied the inner products by a normalization factor of $\sqrt{k}$ ). For such random variables if the probability of the event $\left\langle g, \sqrt{k} \cdot u_{i}\right\rangle \geq t \equiv \sqrt{k} \tau$ equals $1 / k$, then roughly speaking the probability of the event $\left\langle g, \sqrt{k} \cdot u_{i}\right\rangle \geq t \equiv \sqrt{k} \cdot \tau$ and $\left\langle g, \sqrt{k} \cdot v_{\pi_{u v}(i)}\right\rangle \geq t \equiv \sqrt{k} \cdot \tau$ equals $k^{-\varepsilon / 2} \cdot 1 / k$. Thus the expected size of the intersection of the sets $S_{u}$ and $\pi_{u v}\left(S_{v}\right)$ is approximately $k^{-\varepsilon / 2}$.

Unfortunately this no longer works if the lengths of vectors are different. The main problem is that if, say, $u_{1}$ is two times longer than $u_{2}$, then $\operatorname{Pr}\left(u_{1} \in S_{u}\right)$ is much larger than $\operatorname{Pr}\left(u_{2} \in S_{u}\right)$.

One of the possible solutions is to normalize all vectors first. In order to take into account original lengths of vectors we repeat the procedure of adding vectors to the sets $S_{u}$ many times, but each vector $u_{i}$ has a chance to be selected in the set $S_{u}$ only in the first $s_{u, i}$ trials, where $s_{u, i}$ is some integer number proportional to the original squared Euclidean length of $u_{i}$.

We now formally present a rounding algorithm for the SDP described in the previous section. In Appendix D, we describe an alternate approach to rounding the SDP.

Theorem 3.1. There is a polynomial time algorithm that finds an assignment of variables which satisfies

$$
\Omega\left(\min \left(1, \frac{1}{\sqrt{\varepsilon \log k}}\right) \cdot(1-\varepsilon)^{2} \cdot\left(\frac{k}{\sqrt{\log k}}\right)^{-\varepsilon /(2-\varepsilon)}\right)
$$

fraction of all constraints if the optimal solution satisfies $(1-\varepsilon)$ fraction of all constraints.

## Rounding Algorithm 1

Input: A solution of the $S D P$, with the objective value $\varepsilon \cdot|E|$.
Output: An assignment of variables $x_{u}$.

1. Define $\tilde{u}_{i}=u_{i} /\left|u_{i}\right|$ if $u_{i} \neq 0,0$ otherwise.

Note that vectors $\tilde{u}_{1}, \ldots, \tilde{u}_{k}$ are orthogonal unit vectors (except for those vectors that are equal to zero).
2. Pick random independent Gaussian vectors $g_{1}, \ldots, g_{k}$ with independent components distributed as $\mathcal{N}(0,1)$.
3. For each vertex $u$ :
(a) Set $s_{u_{i}}=\left\lceil\left|u_{i}\right|^{2} \cdot k\right\rceil$.
(b) For each $i$ project $s_{u_{i}}$ vectors $g_{1}, \ldots, g_{s_{u_{i}}}$ to $\tilde{u}_{i}$ :

$$
\xi_{u_{i}, s}=\left\langle g_{s}, \tilde{u}_{i}\right\rangle, 1 \leq s \leq s_{u_{i}} .
$$

Note that $\xi_{u_{1}, 1}, \xi_{u_{1}, 2}, \ldots, \xi_{u_{1}, s_{u_{1}}}, \ldots, \xi_{u_{k}, 1}, \ldots, \xi_{u_{k}, s_{u_{k}}}$ are independent standard normal random variables. (Since $u_{i}$ and $u_{j}$ are orthogonal if $i \neq j$, their projections onto a random Gaussian vector are independent). The number of random variables corresponding to each $u_{i}$ is proportional to $\left|u_{i}\right|^{2}$.
(c) Fix a threshold $t$ s.t. $\operatorname{Pr}(\xi \geq t)=1 / k$, where $\xi \sim \mathcal{N}(0,1)$ (i.e. $t$ is the ( $1-1 / k$ )-quantile of the standard normal distribution; note that $t=\Theta(\sqrt{\log k}))$.
(d) Pick $\xi_{u_{i}}$ 's that are larger than the threshold $t$ :

$$
S_{u}=\left\{(i, s): \xi_{u_{i}, s} \geq t\right\} .
$$

(e) Pick at random a pair $(i, s)$ from $S_{u}$ and assign $x_{u}=i$.

If the set $S_{u}$ is empty do not assign any value to the vertex: this means that all the constraints containing the vertex are not satisfied.

We introduce some notation.
Definition 3.2. Define the distance between two vertices $u$ and $v$ as:

$$
\varepsilon_{u v}=\frac{1}{2} \sum_{i=1}^{k}\left|u_{i}-v_{\pi_{u v}(i)}\right|^{2}
$$

and let

$$
\varepsilon_{u v}^{i}=\frac{1}{2}\left|\tilde{u}_{i}-\tilde{v}_{\pi_{u v}(i)}\right|^{2} .
$$

If $u_{i}$ and $v_{\pi_{u v}(i)}$ are nonzero vectors and $\alpha_{i}$ is the angle between them, then $\varepsilon_{u v}^{i}=1-\cos \alpha_{i}$. For consistency, if one of the vectors is equal to zero we set $\varepsilon_{u v}^{i}=1$ and $\alpha_{i}=\pi / 2$.

Lemma 3.3. For every edge $(u, v)$, state $i$ in $[k]$ and $s \leq \min \left(s_{u_{i}}, s_{v_{\pi_{u v}(i)}}\right)$ the probability that the algorithm picks $(i, s)$ for the vertex $u$ and $\left(\pi_{u v}(i), s\right)$ for $v$ at the step 3.e is

$$
\begin{equation*}
\Omega\left(\min \left(1, \frac{1}{\sqrt{\varepsilon_{u v}^{i} \log k}}\right) \cdot \frac{1}{\sqrt{\log k}} \cdot\left(\frac{\sqrt{\log k}}{k}\right)^{2 /\left(2-\varepsilon_{u v}^{i}\right)}\right) . \tag{6}
\end{equation*}
$$

Proof. First let us observe that $\xi_{u_{i}, s}$ and $\xi_{v_{\pi_{u v}(i)}, s}$ are standard normal random variables with covariance $\cos \alpha_{i}=1-\varepsilon_{u v}^{i}$. As we will see later (Lemma B.1) the probability that $\xi_{u_{i}, s} \geq t$ and $\xi_{v_{\pi_{u v(i)}, s}} \geq t$ is equal to (6).

Note that the expected number of elements in $S_{u}$ is equal to $\left(s_{u_{1}}+\ldots+s_{u_{k}}\right) / k$ which is at most 2. Moreover, as we prove in the Appendix (Lemma B.3), the conditional expected number of elements in $S_{u}$ given the event $\xi_{u_{i}, s} \geq t$ and $\xi_{v_{\pi_{u v}(i), s}} \geq t$ is also a constant. Thus by the Markov inequality the following event happens with probability (6): The sets $S_{u}$ and $S_{v}$ contain the pairs $(i, s)$ and $\left(\pi_{u v}(i), s\right)$ respectively and the sizes of these sets are bounded by a constant. The lemma follows.

Definition 3.4. For brevity, denote $(\sqrt{\log k} / k)^{2 /(2-x)}$ by $f_{k}(x)$.
Remark 3.1. It is instructive to consider the case when the SDP solution is uniform in the following sense:

1. The lengths of all vectors $u_{i}$ are the same and are equal to $1 / \sqrt{k}$.
2. All $\varepsilon_{u v}^{i}$ are equal to $\varepsilon$.

In this case all $s_{u_{i}}$ are equal to 1. And thus the probability that a constraint is satisfied is $k$ times the probability (6) which is equal, up to a logarithmic factor, to $k^{-\varepsilon /(2-\varepsilon)}$. Multiplying this probability by the number of edges we get that the expected number of satisfied constraints is $k^{-\varepsilon /(2-\varepsilon)}|E|$.

In the general case however we need to do some extra work to average the probabilities among all states $i$ and edges $(u, v)$.

Recall that we interpret $\left|u_{i}\right|^{2}$ as the probability that the vertex $u$ is in the state $i$. Suppose now that the constraint between $u$ and $v$ is satisfied, what is the conditional probability that $u$ is in the state $i$ and $v$ is in the state $\pi_{u v}(i)$ ? Roughly speaking, it should be equal to $\left(\left|u_{i}\right|^{2}+\left|v_{\pi_{u v}(i)}\right|^{2}\right) / 2$. This motivates the following definition.

Definition 3.5. Define a measure $\mu_{u v}$ on the set $[k]$ :

$$
\mu_{u v}(T)=\sum_{i \in T} \frac{\left|u_{i}\right|^{2}+\left|v_{\pi_{u v}(i)}\right|^{2}}{2} \text {, where } T \subset[k] \text {. }
$$

Note that $\mu_{u v}([k])=1$. This follows from constraint (3).
The following lemma shows why this measure is useful.
Lemma 3.6. For every edge $(u, v)$ the following statements hold.

1. The average value of $\varepsilon_{u v}^{i}$ w.r.t. the measure $\mu_{u v}$ is less than or equal to $\varepsilon_{u v}$ :

$$
\sum_{i=1}^{k} \mu_{u v}(i) \varepsilon_{u v}^{i} \leq \varepsilon_{u v} .
$$

2. For every $i$,

$$
\min \left(s_{u_{i}}, s_{v_{\pi_{u v}(i)}}\right) \geq\left(1-\varepsilon_{u v}^{i}\right)^{2} \mu_{u v}(i) k .
$$

Proof. 1. Indeed,

$$
\begin{aligned}
\sum_{i=1}^{k} \mu_{u v}(i) \cdot \varepsilon_{u v}^{i} & =\sum_{i=1}^{k} \frac{\left|u_{i}\right|^{2}+\left|v_{\pi_{u v}(i)}\right|^{2}-\left(\left|u_{i}\right|^{2}+\left|v_{\pi_{u v}(i)}\right|^{2}\right) \cdot \cos \alpha_{i}}{2} \\
& \leq \sum_{i=1}^{k} \frac{\left|u_{i}\right|^{2}+\left|v_{\pi_{u v}(i)}\right|^{2}-2 \cdot\left|u_{i}\right| \cdot\left|v_{\pi_{u v}(i)}\right| \cdot \cos \alpha_{i}}{2} \\
& =\sum_{i=1}^{k} \frac{\left|u_{i}-v_{\pi_{u v}(i)}\right|^{2}}{2}=\varepsilon_{u v}
\end{aligned}
$$

Note that here we used the fact that $\left\langle u_{i}, v_{\pi_{u v}(i)}\right\rangle \geq 0$.
2. Without loss of generality assume that $\left|u_{i}\right| \leq\left|v_{\pi_{u v}(i)}\right|$, and hence $\min \left(s_{u_{i}}, s_{v_{\pi_{u v}(i)}}\right)=s_{u_{i}}$. Due to the triangle inequality constraint (5) in the SDP $\left|v_{\pi_{u v}(i)}\right| \cos \alpha_{i} \leq\left|u_{i}\right|$. Thus

$$
\left(1-\varepsilon_{u v}^{i}\right)^{2} \mu_{u v}(i)=\cos ^{2} \alpha_{i} \cdot \frac{\left|u_{i}\right|^{2}+\left|v_{\pi_{u v}(i)}\right|^{2}}{2} \leq\left|u_{i}\right|^{2} \leq s_{u_{i}} / k .
$$

Lemma 3.7. For every edge $(u, v)$ the probability that an assignment found by the algorithm satisfies the constraint $\pi_{u v}\left(x_{u}\right)=x_{v}$ is

$$
\begin{equation*}
\Omega\left(\frac{k}{\sqrt{\log k}} \cdot \min \left(1, \frac{1}{\sqrt{\varepsilon_{u v} \log k}}\right) \cdot f_{k}\left(\varepsilon_{u v}\right)\right) . \tag{7}
\end{equation*}
$$

Proof. Denote the desired probability by $P_{u v}$. It is equal to the sum of the probabilities obtained in Lemma 3.3 over all $i$ in $[k]$ and $s \leq \min \left(s_{u_{i}}, s_{v_{\pi_{u v}(i)}}\right)$. In other words,

$$
P_{u v}=\Omega\left(\sum_{i=1}^{k} \min \left(s_{u_{i}}, s_{v_{\pi_{u v}(i)}}\right) \frac{1}{\sqrt{\log k}} \min \left(1, \frac{1}{\sqrt{\varepsilon_{u v}^{i} \log k}}\right) f_{k}\left(\varepsilon_{u v}^{i}\right)\right) .
$$

Replacing min $\left(s_{u_{i}}, s_{v_{\pi_{u v}(i)}}\right)$ with $\left(1-\varepsilon_{u v}^{i}\right)^{2} \mu_{u v}(i) \cdot k$ we get

$$
P_{u v}=\Omega\left(\frac{k}{\sqrt{\log k}} \sum_{i=1}^{k} \mu_{u v}(i) \min \left(1, \frac{1}{\sqrt{\varepsilon_{u v}^{i} \log k}}\right)\left(1-\varepsilon_{u v}^{i}\right)^{2} f_{k}\left(\varepsilon_{u v}^{i}\right)\right) .
$$

Consider the set $M=\left\{i \in[k]: \varepsilon_{u v}^{i} \leq 2 \varepsilon_{u v}\right\}$. For $i$ in $M$ the term $\sqrt{\varepsilon_{u v}^{i} \log k}$ is bounded from above by $\sqrt{2 \varepsilon_{u v} \log k}$. Thus

$$
P_{u v}=\Omega\left(\frac{k}{\sqrt{\log k}} \min \left(1, \frac{1}{\sqrt{\varepsilon_{u v} \log k}}\right) \sum_{i \in M} \mu_{u v}(i)\left(1-\varepsilon_{u v}^{i}\right)^{2} f_{k}\left(\varepsilon_{u v}^{i}\right)\right) .
$$

The function $(1-x)^{2} f_{k}(x)$ is convex on [0, 1] (see Lemma B.4). The average value of $\varepsilon_{u v}^{i}$ among $i$ in $M$ (w.r.t. the measure $\mu_{u v}$ ) is at most the average value of $\varepsilon_{u v}^{i}$ among all $i$, which in turn is less than $\varepsilon_{u v}$ according to Lemma 3.6. Finally, by the Markov inequality $\mu_{u v}(M) \geq 1 / 2$. Thus by Jensen's inequality

$$
\begin{aligned}
P_{u v} & =\Omega\left(\frac{k}{\sqrt{\log k}} \min \left(1, \frac{1}{\sqrt{\varepsilon_{u v} \log k}}\right) \mu_{u v}(M)\left(1-\varepsilon_{u v}\right)^{2} \cdot f_{k}\left(\varepsilon_{u v}\right)\right) \\
& =\Omega\left(\frac{k}{\sqrt{\log k}} \min \left(1, \frac{1}{\sqrt{\varepsilon_{u v} \log k}}\right)\left(1-\varepsilon_{u v}\right)^{2} \cdot f_{k}\left(\varepsilon_{u v}\right)\right) .
\end{aligned}
$$

This finishes the proof.
We are now in position to prove the main theorem.
Theorem 3.1. There is a polynomial time algorithm that finds an assignment of variables which satisfies

$$
\Omega\left(\min \left(1, \frac{1}{\sqrt{\varepsilon \log k}}\right) \cdot(1-\varepsilon)^{2} \cdot\left(\frac{k}{\sqrt{\log k}}\right)^{-\varepsilon /(2-\varepsilon)}\right)
$$

fraction of all constraints if the optimal solution satisfies $(1-\varepsilon)$ fraction of all constraints.

Proof. Let us restrict our attention to a subset of edges $E^{\prime}=\left\{(u, v) \in E: \varepsilon_{u v} \leq 2 \varepsilon\right\}$. For $(u, v)$ in $E^{\prime}$, since $\varepsilon_{u v} \log k \leq 2 \varepsilon \log k$, we have

$$
P_{u v}=\Omega\left(\frac{k}{\sqrt{\log k}} \min \left(1, \frac{1}{\sqrt{\varepsilon \log k}}\right)\left(1-\varepsilon_{u v}\right)^{2} \cdot f_{k}\left(\varepsilon_{u v}\right)\right) .
$$

Summing this probability over all edges $(u, v)$ in $E^{\prime}$ and using convexity of the function $(1-x)^{2} f_{k}(x)$ we get the statement of the theorem.

## 4 Almost Satisfiable Instances

Suppose that $\varepsilon$ is $O(1 / \log k)$. In the previous section we saw that in this case the algorithm finds an assignment of variables satisfying a constant fraction of constraints. But can we do better? In this section we show how to find an assignment satisfying $1-O(\sqrt{\varepsilon \log k})$ fraction of constraints.

The main issue we need to take care of is to guarantee that the algorithm always picks only one element in the set $S_{u}$ (otherwise we loose a constant factor). This can be done by selecting the largest in absolute value $\xi_{u_{i}, s}$ (at step 3.d). We will also change the way we set $s_{u_{i}}$.

Denote by $[x]_{r}$ the function that rounds $x$ up or down depending on whether the fractional part of $x$ is greater or less than $r$. Note that if $r$ is a random variable uniformly distributed in the interval $[0,1]$, then the expected value of $[x]_{r}$ is equal to $x$.

## Rounding Algorithm 2

Input: A solution of the $S D P$, with the objective value $\varepsilon \cdot|E|$.
Output: An assignment of variables $x_{u}$.

1. Pick a number $r$ in the interval $[0,1]$ uniformly at random.
2. Pick random independent Gaussian vectors $g_{1}, \ldots, g_{2 k}$ with independent components distributed as $\mathcal{N}(0,1)$.
3. For each vertex $u$ :
(a) Set $s_{u_{i}}=\left[2 k \cdot\left|u_{i}\right|^{2}\right]_{r}$.
(b) For each $i$ project $s_{u_{i}}$ vectors $g_{1}, \ldots, g_{s_{u_{i}}}$ to $\tilde{u}_{i}$ :

$$
\xi_{u_{i}, s}=\left\langle g_{s}, \tilde{u}_{i}\right\rangle, 1 \leq s \leq s_{u_{i}}
$$

(c) Select $\xi_{u_{i}, s}$ with the largest absolute value, where $i \in[k]$ and $s \leq s_{u_{i}}$. Assign $x_{u}=i$.

We first elaborate on the difference between the choice of $s_{u_{i}}$ in the algorithm above and that in Algorithm 1 presented earlier. Consider a constraint $\pi_{u v}\left(x_{u}\right)=x_{v}$. Projection $\xi_{u_{i}, s}$ generated by $u_{i}$ and $\xi_{{\pi_{u v i}(i)}, s}$ generated by $v_{\pi_{u v}(i)}$ are considered to be matched. On the other hand, a projection $\xi_{u_{i}, s}$ such that the corresponding $\xi_{v_{\pi_{u v}(i)}, s}$ does not exist (or vice versa) is considered to be unmatched. Unmatched projections arise when $s_{u_{i}} \neq s_{v_{\pi u v}(i)}$ and the fraction of such projections limits the probability of satisfying the constraint. Recall that in Algorithm 1, we set $s_{u_{i}}=\left\lceil\left|u_{i}\right|^{2} \cdot k\right\rceil$. Even if $u_{i}$ and $v_{\pi_{u v}(i)}$ are infinitesimally close, it may turn out that $s_{u_{i}}$ and $s_{v_{\pi_{u v}(i)}}$ differ by 1 , yielding an unmatched projection. As a result, some constraints that are almost satisfied by the SDP solution (i.e. $\varepsilon_{u v}$ is close to 0 ) could be satisfied with low probability (by the first rounding algorithm). In

Algorithm 2, we set $s_{u_{i}}=\left[2 k \cdot\left|u_{i}\right|^{2}\right]_{r}$. This serves two purposes: Firstly, $\mathbb{E}_{r}\left[\left|s_{u_{i}}-s_{v_{\pi_{u v}(i)}}\right|\right]$ can be bounded by $2 k \cdot\left|u_{i}-v_{\pi_{u v}(i)}\right|^{2}$, giving a small number of unmatched projections in expectation. Secondly, the number of matched projections is always at least $k / 2$. These two properties are established in Lemma 4.3 and ensure that the expected fraction of unmatched projections is small.

Our analysis of Rounding Algorithm 2 is based on the following theorem.
Theorem 4.1. Let $\xi_{1}, \cdots, \xi_{m}$ and $\eta_{1}, \cdots, \eta_{m}$ be two sequences of standard normal random variables. Suppose that the random variables in each of the sequences are independent, the covariance of every $\xi_{i}$ and $\eta_{j}$ is nonnegative, and the average covariance of $\xi_{i}$ and $\eta_{i}$ is at least $1-\varepsilon$ :

$$
\frac{\operatorname{cov}\left(\xi_{1}, \eta_{1}\right)+\cdots+\operatorname{cov}\left(\xi_{m}, \eta_{m}\right)}{m} \geq 1-\varepsilon
$$

Then the probability that the largest r.v. in absolute value in the first sequence has the same index as the largest r.v. in absolute value in the second sequence is $1-O(\sqrt{\varepsilon \log m})$.

We informally sketch the proof. See Appendix $C$ for the complete proof. It is instructive to consider the case when $\operatorname{cov}\left(\xi_{i}, \eta_{i}\right)=1-\varepsilon$ for all $i$. Assume that the first variable $\xi_{1}$ is the largest in absolute value among $\xi_{1}, \ldots, \xi_{m}$ and its absolute value is a positive number $t$. Note that the typical value of $t$ is approximately $\sqrt{2 \log m-\log \log m}(i . e . t$ is the $(1-1 / m)$-quantile of $\mathcal{N}(0,1))$. We want to show that $\eta_{1}$ is the largest in absolute value among $\eta_{1}, \ldots, \eta_{m}$ with probability $1-O(\sqrt{\varepsilon \log m})$, or in other words the probability that any (fixed) $\eta_{i}$ is larger than $\eta_{1}$ is $O(\sqrt{\varepsilon \log m} / m)$. Let us compute this probability for $\eta_{2}$.

Since $\operatorname{cov}\left(\eta_{1}, \xi_{1}\right)=1-\varepsilon$ and $\operatorname{cov}\left(\xi_{2}, \eta_{2}\right)=1-\varepsilon$, the random variable $\eta_{1}$ is equal to $(1-\varepsilon) \xi_{1}+\zeta_{1} ;$ and $\eta_{2}$ is equal to $(1-\varepsilon) \xi_{2}+\zeta_{2}$, where $\zeta_{1}$ and $\zeta_{2}$ are normal random variables with variance, roughly speaking, $2 \varepsilon$. We need to estimate the probability of the event

$$
\left\{\eta_{2} \geq \eta_{1}\right\}=\left\{(1-\varepsilon) \xi_{2}+\zeta_{2} \geq(1-\varepsilon) \xi_{1}+\zeta_{1}\right\}=\left\{(1-\varepsilon) \xi_{2}+\zeta_{2}-\zeta_{1} \geq(1-\varepsilon) t\right\}
$$

conditional on $\xi_{1}=t$ and $\xi_{2} \leq t$. For typical $t$ this probability is almost equal to the probability of the event:

$$
\begin{equation*}
\left\{\xi_{2}+\zeta \geq t \text { and } \xi_{2} \leq t\right\}=\left\{t-\zeta \leq \xi_{2} \leq t\right\} \tag{8}
\end{equation*}
$$

where $\zeta=\zeta_{2}-\zeta_{1}$.
Since the variance of the random variable $\zeta$ is $O(\varepsilon)$, we can think that $\zeta \approx O(\sqrt{\varepsilon})$. The density of $\xi_{2}$ on the interval $[t-\zeta, t]$ is approximately $1 / \sqrt{2 \pi} e^{-t^{2} / 2} \approx O(\sqrt{\log m} / m)$ (for typical $t$ ). Thus probability (8) is equal to $O(\sqrt{\varepsilon \log m} / m)$. This finishes our informal "proof".

Now we are ready to prove the main lemma.
Lemma 4.2. The probability that the algorithm finds an assignment of variables satisfying the constraint $\pi_{u v}\left(x_{u}\right)=x_{v}$ is $1-O\left(\sqrt{\varepsilon_{u v} \log k}\right)$.

Proof. If $\varepsilon_{u v} \geq 1 / 8$ the statement of the lemma follows trivially. So we assume that $\varepsilon_{u v} \leq 1 / 8$.
Let

$$
\begin{aligned}
M & =\left\{(i, s): i \in[k] \text { and } s \leq \min \left(s_{u_{i}}, s_{v_{\pi_{u v}(i)}}\right)\right\} \\
M_{c} & =\left\{(i, s): i \in[k] \text { and } \min \left(s_{u_{i}}, s_{v_{\pi_{u v}(i)}}\right)<s \leq \max \left(s_{u_{i}}, s_{v_{\pi_{u v}(i)}}\right)\right\} .
\end{aligned}
$$

The set $M$ contains those pairs $(i, s)$ for which both $\xi_{u_{i}, s}$ and $\xi_{v_{\pi_{u v}(i)}, s}$ are defined (i.e. the matched projections); the set $M_{c}$ contains those pairs for which only one of the variables $\xi_{u_{i}, s}$ and $\xi_{v_{\pi_{u v}(i)}, s}$ is defined (i.e. the unmatched projections). We will need the following lemmas.

Lemma 4.3. 1. The expected size of $M_{c}$ is at most $4 \varepsilon_{u v} k$ :

$$
\mathbb{E}\left[\left|M_{c}\right|\right] \leq 4 \varepsilon_{u v} k
$$

2. The set $M$ always contains at least $k / 2$ elements: $|M| \geq k / 2$.

Proof. 1. First we find the expected value of $\left|s_{u_{i}}-s_{v_{\pi_{u v}(i)}}\right|$ for a fixed $i$. This value is equal to

$$
\mathbb{E}_{r}\left[\left|\left[2 k \cdot\left|u_{i}\right|^{2}\right]_{r}-\left[2 k \cdot\left|v_{\pi_{u v}(i)}\right|^{2}\right]_{r}\right|\right]=\left.2 k \cdot| | u_{i}\right|^{2}-\left|v_{\pi_{u v}(i)}\right|^{2} \mid .
$$

Now by the triangle inequality constraint (5),

$$
2 k \cdot\left|\left|u_{i}\right|^{2}-\left|v_{\pi_{u v}(i)}\right|^{2}\right| \leq 2 k \cdot\left|u_{i}-v_{\pi_{u v}(i)}\right|^{2} .
$$

Summing over all $i$ in $[k]$ we finish the proof.
2. Observe that

$$
\min \left(s_{u_{i}}, s_{v_{\pi_{u v}(i)}}\right) \geq 2 k \cdot \min \left(\left|u_{i}\right|^{2},\left|v_{\pi_{u v}(i)}\right|^{2}\right)-1
$$

and

$$
\min \left(\left|u_{i}\right|^{2},\left|v_{\pi_{u v}(i)}\right|^{2}\right) \geq\left|u_{i}\right|^{2}-\left|\left|u_{i}\right|^{2}-\left|v_{\pi_{u v}(i)}\right|^{2}\right| \geq\left|u_{i}\right|^{2}-\left|u_{i}-v_{\pi_{u v}(i)}\right|^{2} .
$$

Summing over all $i$ we get

$$
\begin{aligned}
|M| & =\sum_{i \in[k]} \min \left(s_{u_{i}}, s_{v_{\pi_{u v}(i)}}\right) \geq \sum_{i \in[k]}\left(2 k \cdot\left|u_{i}\right|^{2}-2 k \cdot\left|u_{i}-v_{\pi_{u v}(i)}\right|^{2}-1\right) \\
& \geq 2 k-4 k \varepsilon_{u v}-k \geq k / 2 .
\end{aligned}
$$

Lemma 4.4. The following inequality holds:

$$
\mathbb{E}\left[\frac{1}{|M|} \sum_{(i, s) \in M} \varepsilon_{u v}^{i}\right] \leq 4 \varepsilon_{u v} .
$$

Proof. Recall that $M$ always contains at least $k / 2$ elements. The expected value of $\min \left(s_{u_{i}}, s_{v_{\pi u v}(i)}\right)$ is equal to $2 k \cdot \min \left(\left|u_{i}\right|^{2},\left|v_{\pi_{u v}(i)}\right|^{2}\right)$ and is less than or equal to $2 k \cdot \mu_{u v}(i)$. Thus we have

$$
\begin{aligned}
& \mathbb{E}_{r}\left[\frac{1}{|M|} \sum_{(i, s) \in M} \varepsilon_{u v}^{i}\right]=\mathbb{E}_{r}\left[\frac{1}{|M|} \sum_{i=1}^{k} \min \left(s_{u_{i}}, s_{v_{\pi_{u v}(i)}}\right) \cdot \varepsilon_{u v}^{i}\right] \\
& \leq \frac{2}{k} \sum_{i=1}^{k} 2 k \cdot \mu_{u v}(i) \cdot \varepsilon_{u v}^{i} \leq 4 \sum_{i=1}^{k} \mu_{u v}(i) \cdot \varepsilon_{u v}^{i} \leq 4 \varepsilon_{u v} .
\end{aligned}
$$

## Proof of Lemma 4.2

Applying Theorem 4.1 to the sequences $\xi_{u_{i}, s}((i, s) \in M)$ and $\xi_{v_{\pi_{u v}(i), s}}((i, s) \in M)$ we get that for given $r$ the probability that the largest in absolute value random variables in the first sequence $\xi_{u_{i}, s}$ and the second sequence $\xi_{v_{\pi_{u v}(i), s}}$ have the same index $(i, s)$ is

$$
1-O\left(\sqrt{\log |M| \cdot \frac{1}{|M|} \sum_{(i, s) \in M} \varepsilon_{u v}^{i}}\right)
$$

Now by Lemma 4.4, and by the concavity of the function $\sqrt{x}$, we have

$$
\mathbb{E}_{r}\left[1-O\left(\sqrt{\frac{\log |M|}{|M|} \sum_{(i, s) \in M} \varepsilon_{u v}^{i}}\right)\right] \geq 1-O\left(\sqrt{\varepsilon_{u v} \log k}\right) .
$$

The probability that there is a larger $\xi_{u_{i}, s}$ or $\xi_{v_{\pi_{u v}(i), s}}$ in $M_{c}$ is at most

$$
\mathbb{E}_{r}\left[\frac{\left|M_{c}\right|}{|M|}\right] \leq \frac{4 \varepsilon_{u v} k}{k / 2}=8 \varepsilon_{u v}
$$

Using the union bound we get that the probability of satisfying the constraint $\pi_{u v}\left(x_{u}\right)=x_{v}$ is equal to

$$
1-O\left(\sqrt{\varepsilon_{u v} \log k}\right)-8 \varepsilon_{u v}=1-O\left(\sqrt{\varepsilon_{u v} \log k}\right) .
$$

Theorem 4.5. There is a polynomial time algorithm that finds an assignment of variables which satisfies $1-O(\sqrt{\varepsilon \log k})$ fraction of all constraints if the optimal solution satisfies $(1-\varepsilon)$ fraction of all constraints.

Proof. Summing the probabilities obtained in Lemma 4.2 over all edges $(u, v)$ and using the concavity of the function $\sqrt{x}$ we get that the expected number of satisfied constraints is $1-$ $O(\sqrt{\varepsilon \log k})|E|$.

## $5 d$ to 1 Games

In this section we extend our results to $d$-to- 1 games.
Definition 5.1. We say that $\Pi \subset[k] \times[k]$ is a d-to- 1 predicate, if for every $i$ there are at most $d$ different values $j$ such that $(i, j) \in \Pi$, and for every $j$ there is at most one $i$ such that $(i, j) \in \Pi$.

Definition 5.2 ( $d$ to 1 Games). We are given a directed constraint graph $G=(V, E)$, a set of variables $x_{u}$ (for all vertices $u$ ) and d-to- 1 predicates $\Pi_{u v} \subset[k] \times[k]$ for all edges $(u, v)$. Our goal is to assign a value from the set $[k]$ to each variable $x_{u}$, so that the maximum number of the constraints $\left(x_{u}, x_{v}\right) \in \Pi_{u v}$ is satisfied.

Note that even if all constraints of a $d$-to- 1 game are satisfiable it is hard to find an assignment of variables satisfying all constraints. We will show how to satisfy

$$
\Omega\left(\frac{1}{\sqrt{\log k}} \cdot(1-\varepsilon)^{4} \cdot\left(\frac{k}{\sqrt{\log k}}\right)^{-\frac{\sqrt{d}-1+\varepsilon}{\sqrt{d}+1-\varepsilon}}\right)
$$

fraction of all constraints (the multiplicative constant in the $\Omega$ notation depends on $d$ ). Notice that this value can be obtained by replacing $\varepsilon$ in formula (1) with $\varepsilon^{\prime}=1-(1-\varepsilon) / \sqrt{d}$ (and changing $(1-\varepsilon)^{2}$ to $\left.(1-\varepsilon)^{4}\right)$.

Even though we do not require that for a constraint $\Pi_{u v}$ each $i$ in $[k]$ belongs to some pair $(i, j) \in \Pi_{u v}$, let us assume that for each $i$ there exists $j$ s.t. $(i, j) \in \Pi_{u v}$; and for each $j$ there exists $i$ s.t. $(i, j) \in \Pi_{u v}$. As we see later this assumption is not important.

In order to write a relaxation for $d$-to- 1 games introduce the following notation:

$$
w_{u v}^{i}=\sum_{j:(i, j) \in \Pi_{u v}} v_{j} .
$$

The SDP is as follows:

$$
\operatorname{minimize} \frac{1}{2} \sum_{(u, v) \in E}\left(\sum_{i=1}^{k}\left|u_{i}-w_{u v}^{i}\right|^{2}\right)
$$

subject to

$$
\begin{align*}
& \forall u \in V \forall i, j \in[k], i \neq j\left\langle u_{i}, u_{j}\right\rangle=0  \tag{9}\\
& \forall u \in V \sum_{i=1}^{k}\left|u_{i}\right|^{2}=1  \tag{10}\\
& \forall(u, v) \in V i, j \in[k]\left\langle u_{i}, v_{j}\right\rangle \geq 0  \tag{11}\\
& \forall(u, v) \in V i \in[k] 0 \leq\left\langle u_{i}, w_{u v}^{i}\right\rangle \leq \min \left(\left|u_{i}\right|^{2},\left|w_{u v}^{i}\right|^{2}\right) \tag{12}
\end{align*}
$$

An important observation is that $\left|w_{u v}^{1}\right|^{2}+\ldots+\left|w_{u v}^{k}\right|^{2}=1$, here we use the fact that for a fixed edge ( $u, v$ ) each $v_{j}$ is a summand in one and only one $w_{u v}^{i}$.

We use Algorithm 1 for rounding a vector solution. For analysis we will need to change some notation:

$$
\begin{gathered}
\tilde{w}_{u v}^{i}=\left\{\begin{array}{l}
w_{u v}^{i} /\left|w_{u v}^{i}\right|, \text { if } w_{u v}^{i} \neq 0 ; \\
0, \text { otherwise }
\end{array}\right. \\
\varepsilon_{u v}^{i}=\frac{\left|\tilde{u}_{i}-\tilde{w}_{u v}^{i}\right|^{2}}{2} \\
\varepsilon_{u v}^{i}{ }^{\prime}=1-\frac{1-\varepsilon_{u v}^{i}}{\sqrt{d}} \\
\mu_{u v}(i)=\frac{\left|u_{i}\right|^{2}+\left|w_{u v}^{i}\right|^{2}}{2}
\end{gathered}
$$

The following lemma explains why we get the new dependency on $\varepsilon$.

Lemma 5.3. For every edge $(u, v)$ and state $i$ there exists $j^{\prime}$ s.t. $\left(i, j^{\prime}\right) \in \Pi_{u v}$ and $\left|\tilde{u}_{i}-\tilde{v}_{j^{\prime}}\right|^{2} / 2 \leq$ $\varepsilon_{u v}^{i}{ }^{\prime}$.

Proof. Let $u_{i}^{\prime}$ be the projection of the vector $\tilde{u}_{i}$ to the linear span of the vectors $v_{j}$ (where $(i, j) \in$ $\Pi_{u v}$ ). Let $\alpha_{i}$ be the angle between $\tilde{u}_{i}$ and $w_{u v}^{i}$; and let $\beta_{i}$ be the angle between $\tilde{u}_{i}$ and $u_{i}^{\prime}$. Clearly, $\left|u_{i}^{\prime}\right|=\cos \beta_{i} \geq \cos \alpha_{i}=1-\varepsilon_{u v}^{i}$. Since all $\tilde{v}_{j}\left((i, j) \in \Pi_{u v}\right)$ are orthogonal unit vectors, there exists $\tilde{v}_{j^{\prime}}$ s.t. $\left\langle\tilde{v}_{j^{\prime}}, u_{i}^{\prime}\right\rangle \geq\left|u_{i}^{\prime}\right| / \sqrt{d}$. Hence, $\left\langle\tilde{v}_{j^{\prime}}, \tilde{u}_{i}\right\rangle=\left\langle\tilde{v}_{j^{\prime}}, u_{i}^{\prime}\right\rangle \geq\left(1-\varepsilon_{u v}^{i}\right) / \sqrt{d}$.

For every edge $(u, v)$ and state $i$, find $j^{\prime}$ as in the previous lemma and define a function ${ }^{4}$ $\pi_{u v}(i)=j^{\prime}$. Then replace every constraint $\left(x_{u}, x_{v}\right) \in \Pi_{u v}$ with a stronger constraint $\pi_{u v}\left(x_{u}\right)=x_{v}$. Now we can apply the original analysis of Algorithm 1 to the new problem. In the proof we need to substitute $\varepsilon_{u v}^{i}{ }^{\prime}$ for $\varepsilon_{u v}^{i}, 1-\left(1-\varepsilon_{u v}\right) / \sqrt{d}$ for $\varepsilon_{u v}$, and $1-(1-\varepsilon) / \sqrt{d}$ for $\varepsilon$. The only missing step is the following lemma.
Lemma 3.6'. For every edge $(u, v)$ the following statements hold.

1. The average value of $\varepsilon_{u v}^{i}$ w.r.t. the measure $\mu_{u v}$ is less than or equal to $\varepsilon_{u v}$.
2. The average value of $\varepsilon_{u v}^{i}{ }^{\prime}$ w.r.t. the measure $\mu_{u v}$ is less than or equal to $1-\frac{1-\varepsilon_{u v}}{\sqrt{d}}$.
3. $\min \left(s_{u_{i}}, s_{v_{\pi_{u v}(i)}}\right) \geq d\left(1-\varepsilon_{u v}^{i}\right)^{4} \mu_{u v}(i) k$.

Proof. Let $\alpha_{i}$ be the angle between $u_{i}$ and $w_{u v}^{i}$ and let $\alpha_{i}^{\prime}$ be the angle between $u_{i}$ and $v_{\pi_{u v}(i)}$. 1. Indeed,

$$
\begin{aligned}
\sum_{i=1}^{k} \mu_{u v}(i) \cdot \varepsilon_{u v}^{i} & =\sum_{i=1}^{k} \frac{\left|u_{i}\right|^{2}+\left|w_{u v}^{i}\right|^{2}-\left(\left|u_{i}\right|^{2}+\left|w_{u v}^{i}\right|^{2}\right) \cdot \cos \alpha_{i}}{2} \\
& \leq \sum_{i=1}^{k} \frac{\left|u_{i}\right|^{2}+\left|w_{u v}^{i}\right|^{2}-2 \cdot\left|u_{i}\right| \cdot\left|w_{u v}^{i}\right| \cdot \cos \alpha_{i}}{2} \\
& =\sum_{i=1}^{k} \frac{\left|u_{i}-w_{u v}^{i}\right|^{2}}{2}=\varepsilon_{u v} .
\end{aligned}
$$

2. This follows from part 1 and the definition of $\varepsilon_{u v}^{i}{ }^{\prime}$.
3. Due to the triangle inequality constraint, $\left|w_{u v}^{i}\right| \cos \alpha_{i} \leq\left|u_{i}\right|$. Thus

$$
\left(1-\varepsilon_{u v}^{i}\right)^{2} \mu_{u v}(i)=\cos ^{2} \alpha_{i} \cdot \frac{\left|u_{i}\right|^{2}+\left|w_{u v}^{i}\right|^{2}}{2} \leq\left|u_{i}\right|^{2} .
$$

Similarly $\left|v_{\pi_{u v}(i)}\right| \cos \alpha_{i}^{\prime} \leq\left|u_{i}\right|$ and

$$
\left(1-\varepsilon_{u v}^{i}\right)^{2}\left|u_{i}\right|^{2} \leq \cos ^{2} \alpha_{i}^{\prime} \cdot\left|u_{i}\right|^{2} \leq\left|v_{\pi_{u v}(i)}\right|^{2} .
$$

Combining these two inequalities and noting that $\left(1-\varepsilon_{u v}^{i}{ }^{\prime}\right)=\left(1-\varepsilon_{u v}^{i}\right) / \sqrt{d}$, we get

$$
d\left(1-\varepsilon_{u v}^{i}\right)^{\prime} \mu_{u v}(i) \leq\left(1-\varepsilon_{u v}^{i}{ }^{\prime}\right)^{2}\left|u_{i}\right|^{2} \leq\left|v_{\pi_{u v}(i)}\right|^{2} .
$$

The lemma follows.

[^3]We now address the issue that for some edges $(u, v)$ and states $j$ there may not necessarily exist $i$ s.t. $(i, j) \in \Pi_{u v}$. We call such $j$ a state of degree 0 . The key observation is that in our algorithms we may enforce additional constraints like $x_{u}=i$ or $x_{u} \neq i$ by setting $u_{i}=1$ or $u_{i}=0$ respectfully. Thus we can add extra states and enforce that the vertices are not in these states. Then we add pairs $(i, j)$ where $i$ is a new state, and $j$ is a state of degree 0 (or vice-versa). Alternatively we can rewrite the objective function by adding an extra term:

$$
\operatorname{minimize} \frac{1}{2} \sum_{(u, v) \in E}\left(\sum_{i=1}^{k}\left|u_{i}-w_{u v}^{i}\right|^{2}+\left|w_{u v}^{0}\right|^{2}\right),
$$

where $w_{u v}^{0}$ is the sum of $v_{j}$ over $j$ of degree 0 .
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## A Properties of Normal Distribution

For completeness we present some standard results used in the paper.
Denote the probability that a standard normal random variable is bigger than $t \in \mathbb{R}$ by $\tilde{\Phi}(t)$, in other words

$$
\tilde{\Phi}(t) \equiv 1-\Phi_{0,1}(t)=\Phi_{0,1}(-t),
$$

where $\Phi_{0,1}$ is the normal distribution function.
Lemma A.1. 1. For every $t>0$,

$$
\frac{t}{\sqrt{2 \pi}\left(t^{2}+1\right)} e^{-\frac{t^{2}}{2}}<\tilde{\Phi}(t)<\frac{1}{\sqrt{2 \pi} t} e^{-\frac{t^{2}}{2}}
$$

2. There exist positive constants $c_{1}, C_{1}, c_{2}, C_{2}$ such that for all $0<p<1 / 3, t \geq 0$ and $\rho \geq 1$ the following inequalities hold:

$$
\begin{aligned}
& \frac{c_{1}}{\sqrt{2 \pi}(t+1)} e^{-\frac{t^{2}}{2}} \leq \tilde{\Phi}(t) \leq \frac{C_{1}}{\sqrt{2 \pi}(t+1)} e^{-\frac{t^{2}}{2}} \\
& c_{2} \sqrt{\log (1 / p)} \leq \tilde{\Phi}^{-1}(p) \leq C_{2} \sqrt{\log (1 / p)}
\end{aligned}
$$

3. There exists a positive constant $C_{3}$, s.t. for every $0<\delta \leq 2$ and $t \geq 1 / \delta$ the following inequality holds:

$$
\tilde{\Phi}\left(\delta t+\frac{1}{\delta t}\right) \geq C_{3}(t \cdot \tilde{\Phi}(t))^{\delta^{2}} \cdot t^{-1}
$$

Proof. 1. First notice that

$$
\begin{aligned}
\tilde{\Phi}(t) & =\frac{1}{\sqrt{2 \pi}} \int_{t}^{\infty} e^{-\frac{x^{2}}{2}} d x=\frac{1}{\sqrt{2 \pi}}\left[\left.\frac{-e^{-\frac{x^{2}}{2}}}{x}\right|_{t} ^{\infty}-\int_{t}^{\infty} \frac{e^{-\frac{x^{2}}{2}}}{x^{2}} d x\right] \\
& =\frac{1}{\sqrt{2 \pi} t} e^{-\frac{t^{2}}{2}}-\frac{1}{\sqrt{2 \pi}} \int_{t}^{\infty} \frac{e^{-\frac{x^{2}}{2}}}{x^{2}} d x .
\end{aligned}
$$

Thus

$$
\tilde{\Phi}(t)<\frac{1}{\sqrt{2 \pi} t} e^{-\frac{t^{2}}{2}}
$$

On the other hand

$$
\frac{1}{\sqrt{2 \pi}} \int_{t}^{\infty} \frac{e^{-\frac{x^{2}}{2}}}{x^{2}} d x<\frac{1}{\sqrt{2 \pi} t^{2}} \int_{t}^{\infty} e^{-\frac{x^{2}}{2}} d x=\frac{\tilde{\Phi}(t)}{t^{2}}
$$

Hence

$$
\tilde{\Phi}(t)>\frac{1}{\sqrt{2 \pi} t} e^{-\frac{t^{2}}{2}}-\frac{\tilde{\Phi}(t)}{t^{2}}
$$

and

$$
\tilde{\Phi}(t)>\frac{t}{\sqrt{2 \pi}\left(t^{2}+1\right)} e^{-\frac{t^{2}}{2}}
$$

2. This trivially follows from (1).
3. Using (2) we get

$$
\begin{aligned}
\tilde{\Phi}\left(\delta t+\frac{1}{\delta t}\right) & \geq C \cdot\left(1+\delta t+\frac{1}{\delta t}\right)^{-1} \cdot e^{-\frac{\left(\delta t+\frac{1}{\delta t}\right)^{2}}{2}} \geq C^{\prime} \cdot(\delta t+1)^{-1} \cdot e^{-\frac{\delta^{2} \cdot t^{2}}{2}} \\
& \geq C^{\prime \prime}\left(\frac{e^{-\frac{t^{2}}{2}}}{t+1}\right) \cdot t^{\delta^{2}} \cdot t^{-1} \geq C^{\prime \prime \prime} \cdot(t \cdot \tilde{\Phi}(t))^{\delta^{2}} \cdot t^{-1}
\end{aligned}
$$

We will use the following result of Z. Šidák [16]:
Theorem A. 2 (Šidák). Let $\xi_{1}, \ldots, \xi_{k}$ be normal random variables with mean zero, then for any positive $t_{1}, \ldots, t_{k}$,

$$
\operatorname{Pr}\left(\left|\xi_{1}\right| \leq t_{1},\left|\xi_{2}\right| \leq t_{2}, \ldots,\left|\xi_{k}\right| \leq t_{k}\right) \geq \operatorname{Pr}\left(\left|\xi_{1}\right| \leq t_{1}\right) \operatorname{Pr}\left(\left|\xi_{2}\right| \leq t_{2}, \ldots,\left|\xi_{k}\right| \leq t_{k}\right) .
$$

Note that these random variable do not have to be independent.
Corollary A.3. Let $\xi_{1}, \ldots, \xi_{k}$ be normal random variables with mean zero, then for any positive $t_{1}, \ldots, t_{k}$,

$$
\operatorname{Pr}\left(\xi_{1} \geq t_{1}| | \xi_{2}\left|\leq t_{2}, \ldots,\left|\xi_{k}\right| \leq t_{k}\right) \leq \operatorname{Pr}\left(\xi_{1} \geq t_{1}\right) .\right.
$$

Proof. By Theorem A.2,

$$
\operatorname{Pr}\left(\left|\xi_{1}\right| \leq t_{1}|\quad| \xi_{2}\left|\leq t_{2}, \ldots,\left|\xi_{k}\right| \leq t_{k}\right) \geq \operatorname{Pr}\left(\left|\xi_{1}\right| \leq t_{1}\right) .\right.
$$

Thus

$$
\begin{aligned}
\operatorname{Pr}\left(\xi_{1} \geq t_{1}| | \xi_{2}\left|\leq t_{2}, \ldots,\left|\xi_{k}\right| \leq t_{k}\right)\right. & =\frac{1}{2}-\frac{1}{2} \operatorname{Pr}\left(\left|\xi_{1}\right| \leq t_{1}|\quad| \xi_{2}\left|\leq t_{2}, \ldots,\left|\xi_{k}\right| \leq t_{k}\right)\right. \\
& \leq \frac{1}{2}-\frac{1}{2} \operatorname{Pr}\left(\left|\xi_{1}\right| \leq t_{1}\right)=\operatorname{Pr}\left(\xi_{1} \geq t_{1}\right)
\end{aligned}
$$

## B Analysis of Algorithm 1

In this section we will prove some technical lemmas we used in the analysis of the first algorithm.
Lemma B.1. Let $\xi$ and $\eta$ be correlated standard normal random variables, $0<\varepsilon<1, t \geq 1$. If $\operatorname{cov}(\xi, \eta) \geq 1-\varepsilon$, then

$$
\begin{equation*}
\operatorname{Pr}(\xi \geq t \text { and } \eta \geq t) \geq C \cdot \min \left(1,(\sqrt{\varepsilon} t)^{-1}\right) \cdot t^{-1} \cdot(t \cdot \tilde{\Phi}(t))^{\frac{2}{2-\varepsilon}} . \tag{13}
\end{equation*}
$$

for some positive constant $C$.
Proof. Let us represent $\xi$ and $\eta$ as follows:

$$
\xi=\sigma X+\sqrt{1-\sigma^{2}} \cdot Y ; \quad \eta=\sigma X-\sqrt{1-\sigma^{2}} \cdot Y
$$

where

$$
\sigma^{2}=\operatorname{Var}\left[\frac{\xi+\eta}{2}\right] ; \quad X=\frac{\xi+\eta}{2 \sigma} ; \quad Y=\frac{\xi-\eta}{2 \sqrt{1-\sigma^{2}}} .
$$

Note that $X$ and $Y$ are independent standard normal random variables; and

$$
\begin{equation*}
\sigma^{2}=\operatorname{Var}\left[\frac{\xi+\eta}{2}\right]=\frac{1}{4}[2+2 \operatorname{cov}(\xi, \eta)] \geq 1-\frac{\varepsilon}{2} \tag{14}
\end{equation*}
$$

Notice that $1 / 2 \leq \sigma^{2} \leq 1$. We now estimate the probability (13) as follows

$$
\begin{aligned}
\operatorname{Pr}(\xi \geq t \text { and } \eta \geq t) & =\operatorname{Pr}\left(\sigma X \geq t+\sqrt{1-\sigma^{2}} \cdot|Y|\right) \\
& \geq \operatorname{Pr}\left(X \geq \frac{t}{\sigma}+\frac{\sigma}{t}\right) \cdot \operatorname{Pr}\left(|Y| \leq \frac{\sigma^{2}}{\sqrt{1-\sigma^{2}} \cdot t}\right)
\end{aligned}
$$

By Lemma A. 1 (3) we get

$$
\begin{aligned}
\operatorname{Pr}(\xi \geq t \text { and } \eta \geq t) & \geq C \cdot\left(t^{-1} \cdot(t \tilde{\Phi}(t))^{1 / \sigma^{2}}\right) \cdot \min \left(1, \frac{\sigma^{2}}{\sqrt{1-\sigma^{2}} \cdot t}\right) \\
& \geq C^{\prime} \cdot \min \left((\sqrt{\varepsilon} \cdot t)^{-1}, 1\right) \cdot t^{-1} \cdot\left(t \cdot \tilde{\Phi}(t) \frac{2}{2^{2-\varepsilon}}\right.
\end{aligned}
$$

Corollary B.2. Let $\xi$ and $\eta$ be standard normal random variables with covariance greater than or equal to $1-\varepsilon$; let $\tilde{\Phi}(t)=1 / k$. Then

$$
\operatorname{Pr}(\xi \geq t \text { and } \eta \geq t) \geq \Omega\left(\min \left(1, \frac{1}{\sqrt{\varepsilon \log k}}\right) \cdot \frac{1}{\sqrt{\log k}} \cdot\left(\frac{k}{\sqrt{\log k}}\right)^{-\frac{2}{2-\varepsilon}}\right)
$$

Lemma B.3. Let $\xi, \eta, \varepsilon, k$ and $t$ be as in Corollary B.2, and let $\xi_{1}, \ldots, \xi_{m}$ be i.i.d. standard normal random variables and $m \leq 2 k$, then

$$
\mathbb{E}\left[\sum_{i=1}^{m} I_{\left\{\xi_{i} \geq t\right\}} \mid \xi \geq t \text { and } \eta \geq t\right]=O(1)
$$

where $I_{\left\{\xi_{i} \geq t\right\}}$ is the indicator of the event $\left\{\xi_{i} \geq t\right\}$.
Proof. Let $X$ and $Y$ be as in the proof of Lemma B.1. Put $\alpha_{i}=\operatorname{cov}\left(X, \xi_{i}\right)$ and express each $\xi_{i}$ as $\xi_{i}=\alpha_{i} X+\sqrt{1-\alpha_{i}^{2}} \cdot Z_{i}$. By Bessel's Inequality $\alpha_{1}^{2}+\cdots+\alpha_{m}^{2} \leq 1$ (since random variables $\xi_{i}$ are orthogonal). We now estimate

$$
\begin{aligned}
& \operatorname{Pr}\left(\xi_{i} \geq t\left|\sigma X \geq t+\sqrt{1-\sigma^{2}} \cdot\right| Y \mid\right)= \\
& \quad \operatorname{Pr}\left(\xi_{i} \geq t\left|\sigma X \geq t+\sqrt{1-\sigma^{2}} \cdot\right| Y \mid \text { and } X \leq 4 t\right) \cdot \operatorname{Pr}\left(X \leq 4 t\left|\sigma X \geq t+\sqrt{1-\sigma^{2}} \cdot\right| Y \mid\right) \\
& +\operatorname{Pr}\left(\xi_{i} \geq t\left|\sigma X \geq t+\sqrt{1-\sigma^{2}} \cdot\right| Y \mid \text { and } X>4 t\right) \cdot \operatorname{Pr}\left(X>4 t\left|\sigma X \geq t+\sqrt{1-\sigma^{2}} \cdot\right| Y \mid\right)
\end{aligned}
$$

Notice that

$$
\begin{aligned}
\operatorname{Pr}\left(\xi_{i} \geq\right. & \left.t\left|\sigma X \geq t+\sqrt{1-\sigma^{2}} \cdot\right| Y \mid \text { and } X<4 t\right) \\
& =\operatorname{Pr}\left(\alpha_{i} X+\sqrt{1-\alpha_{i}^{2}} \cdot Z_{i} \geq t\left|\sigma X \geq t+\sqrt{1-\sigma^{2}} \cdot\right| Y \mid \text { and } X<4 t\right) \\
& =\int_{t / \sigma}^{4 t} \operatorname{Pr}\left(\alpha_{i} x+\sqrt{1-\alpha_{i}^{2}} \cdot Z_{i} \geq t\left|\sigma x \geq t+\sqrt{1-\sigma^{2}} \cdot\right| Y \mid\right) d F(x) \\
& \leq \max _{x \in[t / \sigma, 4 t]} \operatorname{Pr}\left(\sqrt{1-\alpha_{i}^{2}} \cdot Z_{i} \geq t-\alpha_{i} x\left|\sqrt{1-\sigma^{2}} \cdot\right| Y \mid \leq \sigma x-t\right) \\
& \quad \leq \leq \max _{x \in[t / \sigma, 4 t]} \operatorname{Pr}\left(\sqrt{1-\alpha_{i}^{2}} \cdot Z_{i} \geq t-\alpha_{i} x\right) \leq \operatorname{Pr}\left(Z_{i} \geq\left(1-4 \alpha_{i}\right) t\right) .
\end{aligned}
$$

It suffices to prove that

$$
\sum_{i=1}^{m} \operatorname{Pr}\left(Z_{i} \geq\left(1-4 \alpha_{i}\right) t\right)=\sum_{i=1}^{m} \tilde{\Phi}\left(\left(1-4 \alpha_{i}\right) t\right)=O(1) .
$$

Fix a sufficiently large constant $c$. The number of $\alpha_{i}$ that are greater than $1 / c$ is $O(1)$. The number of $\alpha_{i}$ such that $\log ^{-1} k \leq \alpha_{i} \leq 1 / c$ is $O\left(\log ^{2} k\right)$ and for them $\tilde{\Phi}\left(\left(1-4 \alpha_{i}\right) t\right)=O\left(k^{-1 / 2}\right)$ (since $c$ is a sufficiently large constant). Finally, if $\alpha_{i}<1 / \log k$, then $\tilde{\Phi}\left(\left(1-4 \alpha_{i}\right) t\right)=O\left(k^{-1}\right)$. This finishes the proof.

Lemma B.4. The function $(1-x)^{2} f_{k}(x)$ is convex on the interval $[0,1]$.
Proof. Let $m=k / \sqrt{\log k}$. Compute the first and the second derivatives of $f_{k}$ :

$$
\begin{aligned}
f_{k}^{\prime \prime}(x) & =\left(m^{-\frac{2}{2-x}}\right)^{\prime \prime}=-2 \log m \cdot\left(\frac{m^{-\frac{2}{2-x}}}{(2-x)^{2}}\right)^{\prime} \\
& =4 \log m \cdot \frac{m^{-\frac{2}{2-x}}}{(2-x)^{3}} \cdot\left(\frac{\log m}{2-x}-1\right)
\end{aligned}
$$

Now $\left((1-x)^{2} \cdot f_{k}(x)\right)^{\prime \prime}=(1-x)^{2} \cdot f_{k}^{\prime \prime}(x)-4(1-x) f_{k}^{\prime}(x)+2 f_{k}(x)$. Observe that $f_{k}(x)$ is always positive, and $f_{k}^{\prime}(x)$ is always negative. Therefore, if $f_{k}^{\prime \prime}(x)$ is positive, we are done: $\left((1-x)^{2} \cdot f_{k}(x)\right)^{\prime \prime} \geq 0$. Otherwise, we have

$$
\begin{aligned}
\left((1-x)^{2} \cdot f_{k}(x)\right)^{\prime \prime} & =(1-x)^{2} \cdot f_{k}^{\prime \prime}(x)-4(1-x) f_{k}^{\prime}(x)+2 f_{k}(x) \geq f_{k}^{\prime \prime}(x)+2 f_{k}(x) \\
& \geq 4 \log m \cdot m^{-\frac{2}{2-x}}\left(\frac{\log m}{2}-1\right)+2 m^{-\frac{2}{2-x}}=2 m^{-\frac{2}{2-x}}(\log m-1)^{2} \geq 0 .
\end{aligned}
$$

## C Analysis of Algorithm 2

In this section, we present the formal proof of Theorem 4.1. We will follow an informal outline of the proof sketched in the main text. We start with estimating probability (8).

Lemma C.1. Let $\xi$ and $\zeta$ be two independent random normal variables with variance 1 and $\sigma^{2}$ respectively $(0<\sigma<1)$. Then for every positive $t$

$$
\operatorname{Pr}(\xi \leq t \text { and } \xi+\zeta \geq t)=O\left(\sigma e^{\frac{(\sigma t+1)^{2}}{2}} \cdot e^{-\frac{t^{2}}{2}}\right)
$$

Remark C.1. In the "typical" case $e^{(\sigma t+1)^{2} / 2}$ is a constant.

Proof. We have

$$
\begin{aligned}
\operatorname{Pr}(\xi & \leq t \text { and } \xi+\zeta \geq t)=\int_{0}^{\infty} \operatorname{Pr}(\xi \leq t \text { and } \xi+x \geq t) d F_{\zeta}(x) \\
& =\frac{1}{\sqrt{2 \pi} \sigma} \int_{0}^{\infty} \operatorname{Pr}(\xi \leq t \text { and } \xi+x \geq t) e^{-\frac{x^{2}}{2 \sigma^{2}}} d x \\
& =\frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty} \operatorname{Pr}(\xi \leq t \text { and } \xi+\sigma y \geq t) e^{-\frac{y^{2}}{2}} d y \\
& =\frac{1}{\sqrt{2 \pi}} \int_{0}^{t / \sigma} \operatorname{Pr}(t-\sigma y \leq \xi \leq t) e^{-\frac{y^{2}}{2}} d y+\frac{1}{\sqrt{2 \pi}} \int_{t / \sigma}^{\infty} \operatorname{Pr}(t-\sigma y \leq \xi \leq t) e^{-\frac{y^{2}}{2}} d y .
\end{aligned}
$$

Let us bound the first integral. Since the density of the random variable $\xi$ on the interval $(t-\sigma y, t)$ is at most $\frac{1}{\sqrt{2 \pi}} e^{\frac{-(t-\sigma y)^{2}}{2}}$ and $y \leq e^{y}$, we have

$$
\operatorname{Pr}(t-\sigma y \leq \xi \leq t) \leq \sigma y \cdot \frac{1}{\sqrt{2 \pi}} e^{\frac{-(t-\sigma y)^{2}}{2}} \leq \frac{\sigma}{\sqrt{2 \pi}} \cdot e^{\frac{-t^{2}}{2}} \cdot e^{(\sigma t+1) y} .
$$

Therefore,

$$
\begin{aligned}
\frac{1}{\sqrt{2 \pi}} \int_{0}^{t / \sigma} \operatorname{Pr}(t-\sigma y \leq \xi \leq t) e^{-\frac{y^{2}}{2}} d y & \leq \frac{\sigma e^{\frac{-t^{2}}{2}}}{2 \pi} \int_{0}^{t / \sigma} e^{(\sigma t+1) y} \cdot e^{-\frac{y^{2}}{2}} d y \\
& \leq \frac{\sigma e^{\frac{-t^{2}}{2}}}{2 \pi} \int_{-\infty}^{\infty} e^{-\frac{(y-(\sigma t+1))^{2}}{2}} \cdot e^{\frac{(\sigma t+1)^{2}}{2}} d y \\
& =O\left(\sigma e^{\frac{-t^{2}}{2}} \cdot e^{\frac{(\sigma t+1)^{2}}{2}}\right)
\end{aligned}
$$

We now upper bound the second integral. If $t \geq 1$, then

$$
\begin{aligned}
\frac{1}{\sqrt{2 \pi}} \int_{t / \sigma}^{\infty} \operatorname{Pr}(t-\sigma y \leq \xi \leq t) e^{-\frac{y^{2}}{2}} d y & \leq \frac{1}{\sqrt{2 \pi}} \int_{t / \sigma}^{\infty} e^{-\frac{y^{2}}{2}} d y=\tilde{\Phi}(t / \sigma)=O\left(\frac{e^{-\frac{t^{2}}{2 \sigma^{2}}}}{t / \sigma+1}\right) \\
& =O\left(\frac{\sigma e^{-\frac{t^{2}}{2}}}{t+\sigma}\right)=O\left(\sigma e^{-\frac{t^{2}}{2}}\right) .
\end{aligned}
$$

If $t \leq 1$, then

$$
\frac{1}{\sqrt{2 \pi}} \int_{t / \sigma}^{\infty} \operatorname{Pr}(t-\sigma y \leq \xi \leq t) e^{-\frac{y^{2}}{2}} d y \leq \frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty} \sigma y \cdot e^{-\frac{y^{2}}{2}} d y=O(\sigma)=O\left(\sigma e^{-\frac{t^{2}}{2}}\right) .
$$

The desired inequality follows from the upper bounds on the first and second integrals.
We need a slight generalization of the lemma.
Corollary C.2. Let $\xi$ and $\zeta$ be two independent random normal variables with variance 1 and $\sigma^{2}$ respectively $(0<\sigma<1)$. Then for every $t \geq 0$ and $0 \leq \bar{\varepsilon}<1$

$$
\operatorname{Pr}(\xi+\zeta \geq(1-\bar{\varepsilon}) t \quad|\quad| \xi \mid \leq t)=O\left(\frac{(\sigma+\bar{\varepsilon} t) \cdot c(\bar{\varepsilon}, \sigma, t) \cdot e^{-t^{2} / 2}}{1-2 \tilde{\Phi}(t)}\right)
$$

where

$$
c(\bar{\varepsilon}, \sigma, t)=e^{\frac{(\sigma t+1)^{2}}{2}+\bar{\varepsilon} t^{2}} .
$$

Remark C.2. As in the previous lemma, in the "typical" case $c(\bar{\varepsilon}, \sigma, t)$ is a constant.
Proof. First note that

$$
\begin{aligned}
\operatorname{Pr}(\xi+\zeta \geq(1-\bar{\varepsilon}) t \quad|\quad| \xi \mid \leq t) & \leq \frac{\operatorname{Pr}(\xi+\zeta \geq(1-\bar{\varepsilon}) t \text { and } \xi \leq t)}{\operatorname{Pr}(|\xi| \leq t)} \\
& =\frac{\operatorname{Pr}(\xi+\zeta \geq(1-\bar{\varepsilon}) t \text { and } \xi \leq t)}{1-2 \tilde{\Phi}(t)}
\end{aligned}
$$

Now,

$$
\begin{aligned}
\operatorname{Pr}(\xi+\zeta \geq(1-\bar{\varepsilon}) t \text { and } \xi \leq t) \leq & \operatorname{Pr}(\xi+\zeta \geq t \text { and } \xi \leq t) \\
& +\operatorname{Pr}((1-\bar{\varepsilon}) t \leq \xi+\zeta \leq t) .
\end{aligned}
$$

By Lemma C.1, the first probability is bounded as follows:

$$
\operatorname{Pr}(\xi+\zeta \geq t \text { and } \xi \leq t) \leq O\left(\sigma e^{\frac{(\sigma t+1)^{2}}{2}} \cdot e^{-\frac{t^{2}}{2}}\right)
$$

Since $\operatorname{Var}[\xi+\zeta] \leq 1+\sigma^{2}$, the second probability is at most

$$
\operatorname{Pr}((1-\bar{\varepsilon}) t \leq \xi+\zeta \leq t) \leq \bar{\varepsilon} t \cdot e^{-\frac{((1-\bar{\varepsilon}) t)^{2}}{2\left(1+\sigma^{2}\right)}} \leq \bar{\varepsilon} t \cdot e^{\frac{\left(2 \bar{\varepsilon}+\sigma^{2}\right) t^{2}}{2}} \cdot e^{-\frac{t^{2}}{2}}
$$

here we used the following inequality

$$
\frac{(1-\bar{\varepsilon})^{2} t^{2}}{2\left(1+\sigma^{2}\right)}=\frac{(1-\bar{\varepsilon})^{2}\left(1-\sigma^{2}\right) t^{2}}{2\left(1-\sigma^{4}\right)} \geq \frac{\left(1-2 \bar{\varepsilon}-\sigma^{2}\right) t^{2}}{2} \geq \frac{t^{2}}{2}-\frac{\left(2 \bar{\varepsilon}+\sigma^{2}\right) t^{2}}{2} .
$$

The corollary follows.
In the following lemma we formally define the random variables $\zeta_{1}$ and $\zeta_{2}$.
Lemma C.3. Let $\xi_{1}, \xi_{2}, \eta_{1}$ and $\eta_{2}$ be standard normal random variables such that $\xi_{1}$ and $\xi_{2}$ are independent; $\eta_{1}$ and $\eta_{2}$ are independent; and

- $\operatorname{cov}\left(\xi_{1}, \eta_{1}\right) \geq 1-\bar{\varepsilon} \geq 0$ and $\operatorname{cov}\left(\xi_{2}, \eta_{2}\right) \geq 1-\bar{\varepsilon} \geq 0$ (for some positive $\bar{\varepsilon}$ );
- $\operatorname{cov}\left(\xi_{1}, \eta_{2}\right) \geq 0$ and $\operatorname{cov}\left(\xi_{2}, \eta_{1}\right) \geq 0$.

Then there exist normal random variables $\zeta_{1}$ and $\zeta_{2}$ independent of $\xi_{1}$ and $\xi_{2}$ with variance at most $2 \bar{\varepsilon}$ such that

$$
\left|\eta_{1}\right|-\left|\eta_{2}\right| \geq(1-4 \bar{\varepsilon})\left|\xi_{1}\right|-(1+3 \bar{\varepsilon})\left|\xi_{2}\right|-\left|\zeta_{1}\right|-\left|\zeta_{2}\right| .
$$

Proof. Express $\eta_{1}$ as a linear combination of $\xi_{1}, \xi_{2}$, and a normal r.v. $\zeta_{1}$ independent of $\xi_{1}$ and $\xi_{2}$ :

$$
\eta_{1}=\alpha_{1} \xi_{1}+\beta_{1} \xi_{2}+\zeta_{1}
$$

similarly,

$$
\eta_{2}=\alpha_{2} \xi_{1}+\beta_{2} \xi_{2}+\zeta_{2}
$$

Note that $\alpha_{1}=\operatorname{cov}\left(\eta_{1}, \xi_{1}\right) \geq 1-\bar{\varepsilon}$ and $\beta_{1}=\operatorname{cov}\left(\eta_{1}, \xi_{2}\right) \geq 0$. Thus

$$
\operatorname{Var}\left[\zeta_{1}\right] \leq \operatorname{Var}\left[\eta_{1}\right]-\alpha_{1}^{2} \leq 1-(1-\bar{\varepsilon})^{2} \leq 2 \bar{\varepsilon}
$$

Similarly, $\alpha_{2} \geq 0, \beta_{2} \geq 1-\bar{\varepsilon}$, and $\operatorname{Var}\left[\zeta_{2}\right] \leq 2 \bar{\varepsilon}$. Since $\eta_{1}$ and $\eta_{2}$ are independent, we have

$$
\alpha_{1} \alpha_{2}+\beta_{1} \beta_{2}+\operatorname{cov}\left(\zeta_{1}, \zeta_{2}\right)=\operatorname{cov}\left(\eta_{1}, \eta_{2}\right)=0
$$

Therefore (note that $\left.\operatorname{cov}\left(\zeta_{1}, \zeta_{2}\right) \leq 0 ; \alpha_{1} \alpha_{2} \geq 0 ; \beta_{1} \beta_{2} \geq 0\right)$,

$$
\alpha_{2}=\frac{-\beta_{1} \beta_{2}-\operatorname{cov}\left(\zeta_{1}, \zeta_{2}\right)}{\alpha_{1}} \leq \frac{\sqrt{\operatorname{Var}\left[\zeta_{1}\right] \operatorname{Var}\left[\zeta_{2}\right]}}{1-\bar{\varepsilon}} \leq \frac{2 \bar{\varepsilon}}{1-\bar{\varepsilon}}
$$

Taking into account that $\alpha_{2} \leq 1$, we get $\alpha_{2} \leq \min \left(1, \frac{2 \bar{\varepsilon}}{1-\bar{\varepsilon}}\right) \leq 3 \bar{\varepsilon}$. Similarly, $\beta_{1} \leq 3 \bar{\varepsilon}$. Finally, we have

$$
\begin{aligned}
\left|\eta_{1}\right|-\left|\eta_{2}\right| & \geq\left(\alpha_{1}-\alpha_{2}\right)\left|\xi_{1}\right|-\left(\beta_{1}+\beta_{2}\right)\left|\xi_{2}\right|-\left|\zeta_{1}\right|-\left|\zeta_{2}\right| \\
& \geq(1-4 \bar{\varepsilon})\left|\xi_{1}\right|-(1+3 \bar{\varepsilon})\left|\xi_{2}\right|-\left|\zeta_{1}\right|-\left|\zeta_{2}\right|
\end{aligned}
$$

In what follows we assume that $\xi_{1}$ is the largest r.v. in absolute value among $\xi_{1}, \ldots, \xi_{m}$ and its absolute value is $t$. For convenience we define three events:

$$
\begin{aligned}
& A_{t}=\left\{\left|\xi_{i}\right| \leq t \text { for all } 3 \leq i \leq m\right\} \\
& E_{t}=A_{t} \cap\left\{\left|\xi_{1}\right|=t \text { and }\left|\xi_{2}\right| \leq t\right\} \\
& E=\left\{\left|\xi_{1}\right| \geq\left|\xi_{i}\right| \text { for all } i\right\}=\bigcup_{t \geq 0} E_{t}
\end{aligned}
$$

Now we are ready to combine Corollary C. 2 and Lemma C.3.
Lemma C.4. Let $\xi_{1}, \cdots, \xi_{m}$ and $\eta_{1}, \cdots, \eta_{m}$ be two sequences of standard normal random variables. Suppose that

1. the random variables in each of the sequences are independent,
2. the covariance of every $\xi_{i}$ and $\eta_{j}$ is nonnegative,
3. $\operatorname{cov}\left(\xi_{1}, \eta_{1}\right) \geq 1-\bar{\varepsilon}$ and $\operatorname{cov}\left(\xi_{2}, \eta_{2}\right) \geq 1-\bar{\varepsilon}$, where $\bar{\varepsilon} \leq 1 / 7$.

Then

$$
\begin{equation*}
\operatorname{Pr}\left(\left|\eta_{1}\right| \leq\left|\eta_{2}\right| \quad \mid \quad E_{t}\right)=O\left(\frac{(\sqrt{\bar{\varepsilon}}+\bar{\varepsilon} t) \cdot e^{-t^{2} / 2} \cdot c(7 \bar{\varepsilon}, \sqrt{8 \bar{\varepsilon}}, t)}{1-2 \tilde{\Phi}(t)}\right) \tag{15}
\end{equation*}
$$

where $c(\bar{\varepsilon}, \sigma, t)$ is from Corollary C.2.

Proof. By Lemma C.3, we have

$$
\left|\eta_{1}\right|-\left|\eta_{2}\right| \geq(1-4 \bar{\varepsilon})\left|\xi_{1}\right|-(1+3 \bar{\varepsilon})\left|\xi_{2}\right|-\left|\zeta_{1}\right|-\left|\zeta_{2}\right| .
$$

Therefore,

$$
\begin{aligned}
\operatorname{Pr}\left(\left|\eta_{1}\right| \leq\left|\eta_{2}\right| \quad \mid \quad E_{t}\right) & \leq \operatorname{Pr}\left((1+3 \bar{\varepsilon})\left|\xi_{2}\right|+\left|\zeta_{1}\right|+\left|\zeta_{2}\right| \geq(1-4 \bar{\varepsilon})\left|\xi_{1}\right| \quad \mid E_{t}\right) \\
& \leq \operatorname{Pr}\left(\left|\xi_{2}\right|+\left|\zeta_{1}\right|+\left|\zeta_{2}\right| \geq(1-7 \bar{\varepsilon}) t \mid E_{t}\right) \\
& \leq \sum_{s, s_{1}, s_{2} \in\{ \pm 1\}} \operatorname{Pr}\left(s \xi_{2}+s_{1} \zeta_{1}+s_{2} \zeta_{2} \geq(1-7 \bar{\varepsilon}) t \mid E_{t}\right)
\end{aligned}
$$

Let us fix signs $s, s_{1}, s_{2} \in\{ \pm 1\}$ and denote $\xi=s \xi_{2}, \zeta=s_{1} \zeta_{1}+s_{2} \zeta_{1}$, then we need to show that

$$
\operatorname{Pr}\left(\xi+\zeta \geq(1-7 \bar{\varepsilon}) t \quad \mid \quad E_{t}\right)=O\left((\sqrt{\bar{\varepsilon}}+\bar{\varepsilon} t) \cdot \frac{e^{-t^{2} / 2} \cdot c(7 \bar{\varepsilon}, \sqrt{8 \bar{\varepsilon}}, t)}{1-2 \tilde{\Phi}(t)}\right)
$$

Observe that the random variables $\xi, \zeta$ and the event $A_{t}$ are independent of $\xi_{1}$, thus

$$
\begin{array}{rlrl}
\operatorname{Pr} & \left(\xi+\zeta \geq(1-7 \bar{\varepsilon}) t \quad \mid \quad E_{t}\right) & \\
& =\operatorname{Pr}(\xi+\zeta \geq(1-7 \bar{\varepsilon}) t & & \left.A_{t} \text { and }\left|\xi_{1}\right|=t \text { and }|\xi| \leq t\right) \\
& =\operatorname{Pr}(\xi+\zeta \geq(1-7 \bar{\varepsilon}) t & & \left.A_{t} \text { and }|\xi| \leq t\right) \\
& =\operatorname{Pr}(\zeta \geq(1-7 \bar{\varepsilon}) t-\xi & & \left.A_{t} \text { and }|\xi| \leq t\right) .
\end{array}
$$

Since $\xi$ and $A_{t}$ are independent, for every fixed value of $\xi$ we can apply Corollary A.3. Thus

$$
\left.\begin{aligned}
\operatorname{Pr}\left(\zeta \geq(1-7 \bar{\varepsilon}) t-\xi \mid \quad A_{t} \text { and }|\xi| \leq t\right) & \leq \operatorname{Pr}(\zeta \geq(1-7 \bar{\varepsilon}) t-\xi \mid \\
& =\operatorname{Pr}(\xi+\zeta \geq(1-7 \bar{\varepsilon}) t
\end{aligned} \right\rvert\, \begin{aligned}
& |\xi| \leq t)
\end{aligned}
$$

Finally, by Corollary C. 2 (where $\left.\sigma^{2}=\operatorname{Var}[\zeta] \leq 8 \bar{\varepsilon}\right)$,

$$
\operatorname{Pr}(\xi+\zeta \geq(1-7 \bar{\varepsilon}) t \quad|\quad| \xi \mid \leq t)=O\left(\frac{(\sqrt{\bar{\varepsilon}}+\bar{\varepsilon} t) \cdot e^{-t^{2} / 2} \cdot c(7 \bar{\varepsilon}, \sqrt{8 \bar{\varepsilon}}, t)}{1-2 \tilde{\Phi}(t)}\right)
$$

Corollary C.5. Under assumptions of Lemma C.4,

1. if $\bar{\varepsilon} t^{2} \leq 1$, then

$$
\operatorname{Pr}\left(\left|\eta_{1}\right| \leq\left|\eta_{2}\right| \quad \mid \quad E_{t}\right)=O\left(\sqrt{\bar{\varepsilon}} \frac{(t+1) \cdot \tilde{\Phi}(t)}{1-2 \tilde{\Phi}(t)}\right)
$$

2. if $t>1$, then

$$
\operatorname{Pr}\left(\left|\eta_{1}\right| \leq\left|\eta_{2}\right| \quad \mid \quad E_{t}\right)=O(\sqrt{\bar{\varepsilon}}) .
$$

Proof. 1. If $\bar{\varepsilon} t^{2} \leq 1$, then $\bar{\varepsilon} t \leq \sqrt{\bar{\varepsilon}}$ and

$$
c(7 \bar{\varepsilon}, \sqrt{8 \bar{\varepsilon}}, t)=e^{\frac{(\sqrt{8 \bar{\varepsilon}} t+1)^{2}}{2}+7 \bar{\varepsilon} t^{2}}=O(1)
$$

Notice that

$$
\frac{(\sqrt{\bar{\varepsilon}}+\bar{\varepsilon} t) \cdot e^{-t^{2} / 2}}{1-2 \tilde{\Phi}(t)}=O\left(\frac{(\sqrt{\bar{\varepsilon}}+\bar{\varepsilon} t) \cdot(t+1) \cdot \tilde{\Phi}(t)}{1-2 \tilde{\Phi}(t)}\right)
$$

since

$$
\tilde{\Phi}(t)=\Theta\left(\frac{e^{-t^{2} / 2}}{t}\right)
$$

2. If $\bar{\varepsilon}>1 / 32$ the statement holds trivially. So assume that $\bar{\varepsilon} \leq 1 / 32$. Then

$$
\frac{(\sqrt{8 \bar{\varepsilon}} t+1)^{2}}{2}+7 \bar{\varepsilon} t^{2} \leq \frac{3 t^{2}}{8}+O(t)
$$

Thus $t \cdot e^{-\frac{t^{2}}{2}} \cdot c(7 \bar{\varepsilon}, \sqrt{8 \bar{\varepsilon}}, t)$ is upper bounded by some absolute constant. Since $t \geq 1$, the denominator $1-2 \tilde{\Phi}(t)$ of the expression (15) is bounded away from 0.

We now give a bound on the "typical" absolute value of the largest random variable.
Lemma C.6. The following inequality holds:

$$
\operatorname{Pr}\left(\left|\xi_{1}\right| \geq 2 \sqrt{\log m} \quad \mid \quad E\right) \leq \frac{1}{m}
$$

Proof. Note that the probability of the event $E$ is $1 / m$, since all random variables $\xi_{1}, \ldots, \xi_{m}$ are equally likely to be the largest in absolute value. Thus we have

$$
\operatorname{Pr}\left(\left|\xi_{1}\right| \geq 2 \sqrt{\log m} \quad \mid \quad E\right) \leq \frac{\operatorname{Pr}\left(\left|\xi_{1}\right| \geq 2 \sqrt{\log m}\right)}{\operatorname{Pr}(E)} \leq \frac{1}{m^{2}} / \frac{1}{m}=\frac{1}{m}
$$

Lemma C.7. Let $\xi_{1}, \cdots, \xi_{m}$ and $\eta_{1}, \cdots, \eta_{m}$ be two sequences of standard normal random variables as in Theorem 4.1. Assume that $\operatorname{cov}\left(\xi_{1}, \eta_{1}\right) \geq 1-\bar{\varepsilon}$ and $\operatorname{cov}\left(\xi_{2}, \eta_{2}\right) \geq 1-\bar{\varepsilon}$, where $\bar{\varepsilon}<$ $\min (1 /(4 \log m), 1 / 7)$. Then

$$
\operatorname{Pr}\left(\left|\eta_{1}\right| \leq\left|\eta_{2}\right| \quad \mid \quad E\right)=O\left(\frac{\sqrt{\bar{\varepsilon} \log m}}{m}\right)
$$

Proof. Write the desired probability as follows:

$$
\begin{aligned}
\operatorname{Pr}\left(\left|\eta_{1}\right| \leq\left|\eta_{2}\right| \quad \mid \quad E\right) & =\operatorname{Pr}\left(\left|\eta_{1}\right| \leq\left|\eta_{2}\right| \text { and }\left|\xi_{1}\right| \leq 2 \sqrt{\log m} \quad \mid \quad E\right) \\
& +\operatorname{Pr}\left(\left|\eta_{1}\right| \leq\left|\eta_{2}\right| \text { and }\left|\xi_{1}\right| \geq 2 \sqrt{\log m} \quad \mid \quad E\right)
\end{aligned}
$$

First consider the case $\left|\xi_{1}\right| \leq 2 \sqrt{\log m}$. Denote by $d F_{\left|\xi_{1}\right|}$ the density of $\left|\xi_{1}\right|$ conditional on $E$. Then

$$
\begin{aligned}
\operatorname{Pr}\left(\left|\eta_{1}\right| \leq\left|\eta_{2}\right| \text { and }\left|\xi_{1}\right| \leq 2 \sqrt{\log m} \mid \quad E\right) & =\int_{0}^{2 \sqrt{\log m}} \operatorname{Pr}\left(\left|\eta_{1}\right| \leq\left|\eta_{2}\right| \quad \mid \quad E \text { and }\left|\xi_{1}\right|=t\right) d F_{\left|\xi_{1}\right|}(t) \\
& =\int_{0}^{2 \sqrt{\log m}} \operatorname{Pr}\left(\left|\eta_{1}\right| \leq\left|\eta_{2}\right| \quad \mid \quad E_{t}\right) d F_{\left|\xi_{1}\right|}(t)
\end{aligned}
$$

Now by Corollary C.5,

$$
\int_{0}^{2 \sqrt{\log m}} \operatorname{Pr}\left(\left|\eta_{1}\right| \leq\left|\eta_{2}\right| \quad \mid \quad E_{t}\right) d F_{\left|\xi_{1}\right|}(t)=\int_{0}^{2 \sqrt{\log m}} O\left(\frac{2 \sqrt{\bar{\varepsilon} \log m} \tilde{\Phi}(t)}{1-2 \tilde{\Phi}(t)}\right) d F_{\left|\xi_{1}\right|}(t)
$$

Let us change the variable to $x=1-2 \tilde{\Phi}(t)$. What is the probability density function of $1-2 \tilde{\Phi}\left(\left|\xi_{1}\right|\right)$ given $E$ ? For each $i$ the r.v. $1-2 \tilde{\Phi}\left(\left|\xi_{i}\right|\right)$ is uniformly distributed on the interval $[0,1]$. Now $\left|\xi_{i}\right|>\left|\xi_{j}\right|$ if and only if $1-2 \tilde{\Phi}\left(\left|\xi_{i}\right|\right)>1-2 \tilde{\Phi}\left(\left|\xi_{j}\right|\right)$, therefore $1-2 \tilde{\Phi}\left(\left|\xi_{1}\right|\right)$ is distributed as the maximum of $m$ independent random variables on $[0,1]$ given $E$. Its density function is $\left(x^{m}\right)^{\prime}=m x^{m-1}$ (for $x \in[0,1])$. We have

$$
\begin{aligned}
& \int_{0}^{2 \sqrt{\log m}} \frac{2 \sqrt{\bar{\varepsilon} \log m} \tilde{\Phi}(t)}{1-2 \tilde{\Phi}(t)} d F_{\left|\xi_{1}\right|}(t) \leq \int_{0}^{\infty} \frac{2 \sqrt{\bar{\varepsilon} \log m} \tilde{\Phi}(t)}{1-2 \tilde{\Phi}(t)} d F_{\left|\xi_{1}\right|}(t) \\
& \quad=\int_{0}^{1} \frac{2 \sqrt{\bar{\varepsilon} \log m} \cdot(1-x) / 2}{x} \cdot m x^{m-1} d x=m \sqrt{\bar{\varepsilon} \log m} \int_{0}^{1}(1-x) x^{m-2} d x \\
& \quad=m \sqrt{\bar{\varepsilon} \log m}\left(\frac{1}{m-1}-\frac{1}{m}\right)=\frac{\sqrt{\bar{\varepsilon} \log m}}{m-1}
\end{aligned}
$$

Now consider the case $\left|\xi_{1}\right| \geq 2 \sqrt{\log m}$, by Corollary C.5,

$$
\operatorname{Pr}\left(\left|\eta_{1}\right| \leq\left|\eta_{2}\right| \quad \mid \quad E \text { and }\left|\xi_{1}\right| \geq 2 \sqrt{\log m}\right)=O(\sqrt{\bar{\varepsilon}}) .
$$

By Lemma C.6,

$$
\operatorname{Pr}\left(\left|\xi_{1}\right| \geq 2 \sqrt{\log m} \quad \mid \quad E\right) \leq \frac{1}{m}
$$

This concludes the proof.
Now we will prove a lemma, which differs from Theorem 4.1 only by one additional condition (4).
Lemma C.8. Let $\xi_{1}, \cdots, \xi_{m}$ and $\eta_{1}, \cdots, \eta_{m}$ be two sequences of standard normal random variables. Let $\varepsilon^{i}=\operatorname{cov}\left(\xi_{i}, \eta_{i}\right)$. Suppose that

1. the random variables in each of the sequences are independent,
2. the covariance of every $\xi_{i}$ and $\eta_{j}$ is nonnegative,
3. $\frac{1}{m} \sum_{i=1}^{m} \varepsilon^{i}=\varepsilon$,
4. $\varepsilon^{i} \leq \min (1 /(4 \log m), 1 / 7)$.

Then the probability that the largest r.v. in absolute value in the first sequence has the same index as the largest r.v. in absolute value in the second sequence is $1-O(\sqrt{\varepsilon \log m})$.

Proof. By Lemma C.7,

$$
\operatorname{Pr}\left(\left|\eta_{1}\right| \leq\left|\eta_{2}\right| \quad|\quad| \xi_{1}\left|\geq \max _{j \geq 2}\right| \xi_{j} \mid\right)=O\left(\frac{\sqrt{\log m}}{m} \sqrt{\max \left(\varepsilon^{1}, \varepsilon^{2}\right)}\right) .
$$

Applying the union bound, we get

$$
\begin{aligned}
& \operatorname{Pr}\left(\left|\eta_{1}\right| \leq \max _{i \geq 2}\left|\eta_{j}\right| \quad|\quad| \xi_{1}\left|\geq \max _{j \geq 2}\right| \xi_{j} \mid\right)=O\left(\frac{\sqrt{\log m}}{m} \sum_{i=2}^{m} \sqrt{\max \left(\varepsilon^{1}, \varepsilon^{i}\right)}\right) \\
& =O\left(\frac{\sqrt{\log m}}{m} \cdot\left(m \sqrt{\varepsilon^{1}}+\sum_{i=1}^{m} \sqrt{\varepsilon^{i}}\right)\right)^{\text {by Jensen's inequality }} \leq \leq\left(\sqrt{\log m}\left(\sqrt{\varepsilon^{1}}+\sqrt{\varepsilon}\right)\right) .
\end{aligned}
$$

Since the probability that $\left|\xi_{i}\right|=\max _{j}\left|\xi_{j}\right|$ equals $1 / m$ for each $i$, the probability that the largest r.v. in absolute value among $\xi_{i}$, and the largest r.v. in absolute value among $\eta_{j}$ have different indexes is at most

$$
O\left(\frac{1}{m} \sum_{i=1}^{m} \sqrt{\log m} \cdot\left(\sqrt{\varepsilon^{i}}+\sqrt{\varepsilon}\right)\right) \leq O(\sqrt{\log m} \cdot(\sqrt{\varepsilon}+\sqrt{\varepsilon}))=O(\sqrt{\varepsilon \log m})
$$

Proof of Theorem 4.1. Denote $\varepsilon^{i}=1-\operatorname{cov}\left(\xi_{i}, \eta_{i}\right)$. Then $\left(\varepsilon^{1}+\cdots+\varepsilon^{m}\right) \leq m \varepsilon$. We may assume that $\varepsilon<\min (1 /(4 \log m), 1 / 7)$ - otherwise, the theorem follows trivially.

Consider the set $I=\left\{i: \varepsilon_{i}<\min (1 /(4 \log m), 1 / 7)\right\}$. Since $\varepsilon<\min (1 /(4 \log m), 1 / 7)$, the set $I$ is not empty. Applying Lemma C. 8 to random variables $\left\{\xi_{i}\right\}_{i \in I}$ and $\left\{\eta_{i}\right\}_{i \in I}$, we conclude that the the largest r.v. in absolute value among $\left\{\xi_{i}\right\}_{i \in I}$ has the same index as the largest r.v. in absolute value among $\left\{\xi_{i}\right\}_{i \in I}$ with probability

$$
1-O\left(\sqrt{\log |I| \cdot \frac{1}{|I|} \sum_{i \in I} \varepsilon^{i}}\right)=1-O(\sqrt{\varepsilon \log m}) .
$$

Since each $\xi_{i}$ is the largest r.v. among $\xi_{1}, \ldots, \xi_{m}$ in absolute value with probability $1 / m$, the probability that the largest r.v. among $\xi_{1}, \ldots, \xi_{m}$ does not belong to $\left\{\xi_{i}\right\}_{i \in I}$ is $\frac{m-|I|}{m}$. Similarly, the probability that the largest r.v. among $\eta_{1}, \ldots, \eta_{m}$ does not belong to $\left\{\eta_{i}\right\}_{i \in I}$ is $(m-|I|) / m$. Therefore, by the union bound, the probability that the largest r.v. in absolute value among $\xi_{i}$, and the largest r.v. in absolute value among $\eta_{j}$ have different indexes is at most

$$
\begin{equation*}
1-O(\sqrt{\varepsilon \log m})-2 \frac{m-|I|}{m} . \tag{16}
\end{equation*}
$$

We now upper bound the last term.

$$
\begin{aligned}
2 \frac{m-|I|}{m} & \text { by the Markov inequality } \\
\leq & 2 \frac{\varepsilon}{\min (1 /(4 \log m), 1 / 7)} \\
& \leq \quad 2(4 \log m+7) \varepsilon=O(\varepsilon \log m)=O(\sqrt{\varepsilon \log m})
\end{aligned}
$$

(Here we use that $\varepsilon \log m<1$.)
Plugging this bound into (16) we get that the desired probability is $1-O(\sqrt{\varepsilon \log m})$. This finishes the proof.

## D An Alternate Approach

We would like to present an alternative version of Algorithm 1. It demonstrates another approach for taking into account the lengths of vectors $u_{i}$ : we can choose a separate threshold $t_{u_{i}}$ for each $u_{i}$. This algorithm achieves the same approximation ratio. The analysis uses similar ideas and we omit it here.
Input: A solution of the SDP, with the objective value $\varepsilon \cdot|E|$.
Output: An assignment of variables $x_{u}$.

1. Define $\tilde{u}_{i}=u_{i} /\left|u_{i}\right|$ if $u_{i} \neq 0,0$ otherwise.
2. Pick a random Gaussian vector $g$ with independent components distributed as $\mathcal{N}(0,1)$.
3. For each vertex $u$ :
(a) For each $i$ project the vector $g$ to $\tilde{u}_{i}$ :

$$
\xi_{u_{i}}=\left\langle g, \tilde{u}_{i}\right\rangle .
$$

(b) Fix a threshold $t_{u_{i}}$ s.t. $\operatorname{Pr}\left(\xi_{u_{i}} \geq t_{u_{i}}\right)=\left|u_{i}\right|^{2}$ (i.e. $t_{u_{i}}$ is the $\left(1-\left|u_{i}\right|^{2}\right)$-quantile of the standard normal distribution). Note that $t_{u_{i}}$ depends on $u_{i}$.
(c) Pick $\xi_{u_{i}}$ 's that are larger than the threshold $t_{u_{i}}$ :

$$
S_{u}=\left\{i: \xi_{u_{i}} \geq t_{u_{i}}\right\} .
$$

(d) Pick at random a state $i$ from $S_{u}$ and assign $x_{u}=i$.
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